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Abstract

The cell is a highly ordered and intricate machine within which a wide variety of chemical processes take place.
The full scientific understanding of cellular physiology requires accurate mathematical models that depict the tem-
poral dynamics of these chemical processes. Modelers buildmathematical models of chemical processes primarily
from systems of differential equations. Although developing new biological ideas is more of an art than a science,
constructing a mathematical model from a biological idea islargely mechanical and automatable.

This dissertation describes the practices and processes that biological modelers use for modeling and simulation.
Computational biologists struggle with existing tools forcreating models of complex eukaryotic cells. This dissertation
develops new processes for biological modeling that make model creation, verification, validation, and testing less ofa
struggle. This dissertation introduces computational software that automates parts of the biological modeling process,
including model building, transformation, execution, analysis, and evaluation. User and methodological requirements
heavily affect the suitability of software for biological modeling. This dissertation examines the modeling softwarein
terms of these requirements.

Intelligent, automated model evaluation shows a tremendous potential to enable the rapid, repeatable, and cost-
effective development of accurate models. This dissertation presents a case study that indicates that automated model
evaluation can reduce the evaluation time for a budding yeast model from several hours to a few seconds, represent-
ing a more than1000-fold improvement. Although constructing an automated model evaluation procedure requires
considerable domain expertise and skill in modeling and simulation, applying an existing automated model evaluation
procedure does not. With this automated model evaluation procedure, the computer can then search for and potentially
discover models superior to those that the biological modelers developed previously.
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Chapter 1

Introduction

A cell is a highly ordered and intricate biochemical machinesurrounded by membranes, in which a wide variety of
complex chemical processes take place. These chemical processes form a tightly-coupled biochemical reaction net-
work that interacts with both the changing environment and the development that occurs within the cell. Understanding
the behavior of these chemical processes is vital for developing many new biological applications.

A biochemical reaction network is more complicated than thesum of its pieces. Just as the dynamical behavior of a
large and complex electrical system is not obviously apparent in its wiring diagram, the dynamical behavior of a large
and complex regulatory network is not obviously apparent even when biologists know the component pieces, such as
the genes and proteins that interact in the chemical processes. Furthermore, experimentalists struggle to make accurate
measurements of processes without disturbing the living system. Although cells are collectively robust, an individual
cell is a delicate and carefully-balanced chemical system that the experimentalist can easily perturb in uncontrollable
ways. Without an effective means of experimental control, an experimentalist cannot readily gather information that
advances the state of understanding about the biological system.

From a hypothesis about a biological system, the experimentalist must determine the important measurable quan-
tities in the living cell. Then, the experimentalist must either carefully manipulate the cell to acquire measurements
without disturbing the behavior of the system, or design andperform a new experiment that produces equivalent re-
sults. Often, the experimentalist must construct an artificial system that duplicates specific properties of the living
cell, conduct measurements in the artificial system, and then demonstrate that those observations truly correspond to
the behavior inside the cell. Performing biological laboratory experiments remains a laborious and time-consuming
exercise despite the development of improved methods, techniques, and tools over the past centuries.

Acquiring high-quality experimental data is a slow and expensive process that cannot keep up with the pace at
which biologists produce new hypotheses. Although a biologist can sketch out the idea for a biochemical reaction
network in the form of a wiring diagram in a matter of hours, performing laboratory experiments to justify that
biochemical reaction network can take months or years for anexperimentalist to complete. Moreover, the complexity
of the hypotheses is forever increasing. Many hypotheses must go untested because the biologist cannot perform or
obtain the corresponding laboratory work. The biological community is in need of practices that can help validate
hypotheses without consuming undue time or resources in experimental laboratories. Often, a biologist has a fixed
collection of experimental evidence about a biochemical reaction network and must get the most out of that evidence
when building a model. This dissertation focuses on maximizing the value of existing experimental evidence.

The latency in testing a hypothesis delays the application of new biological ideas to other scientific fields that are
critically dependent upon basic biological research to develop products. One approach for alleviating this bottleneck
is the use of quantitative and mathematical modeling of biological systems to test hypotheses without the laborious
construction of laboratory experiments. Although many molecular biologists are not accustomed to this computational
approach for scientific exploration, a growing minority of biological practitioners has adopted modeling methods
and practices. These biological modelers unfortunately must work largely without the aid of robust and specialized
modeling tools. In the past several years, many groups have attempted to remedy this lack of tools by creating software
supportive of computational biology, biological modeling, and systems biology efforts.

1
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2 CHAPTER 1. INTRODUCTION

1.1 Modeling and Simulation

A model is an artificial construct that reproduces the particularly desired behaviors and properties of a natural system.
Although it is possible to build models with different forms, such as physical, logical, or mathematical models, this
dissertation focuses on mathematical models of biologicalsystems. Modelers attempt to capture the salient properties
of their biological system with mathematical equations. After performing experiments on the model, a modeler then
relates the results of the model experiment to an equivalentexperiment in the biological system.

Simulation is a method for studying the evolution of model behaviors over time. The term ‘simulation’ implies
that the model captures the studied system imperfectly, perhaps by omitting some details. When the modeler attempts
to perfectly replicate a natural system, the preferred termfor these activities is ‘emulation’. The modelers that this
dissertation describes do not attempt to perfectly replicate the cell and so use simulation as their primary means of
studying a model. Moreover, it is doubtful that modelers could conceivably replicate the complex behaviors of a cell
without error given the currently available computationalresources.

Although simulation has a heavily developed theory within the field of computer science, the practice of modeling
and simulation is still more of an art than a science. This dissertation explains how biological modelers perform certain
modeling and simulation activities. Modelers often learn about modeling and simulation through the experience of
building models rather than through formal learning. Many modeling and simulation experts have published guides
based on specific past experiences. However, few handbooks and instructional materials explain how to perform
modeling and simulation well for new and emerging fields.

Biologists can employ modeling and simulation to test theirhypotheses about a biochemical reaction network.
Although testing the actual system is either too dangerous or cost prohibitive, the cost of building a mathematical
model of the biological system and performing experiments on that model frequently is less than the cost of laboratory
experimentation. Since the decisions that biologists makeas a result of modeling and experimentation have significant
consequences, it is crucial that the developed models are credible and reliable, and that biologists understand the
limitations of their modeling and simulation efforts. Developers, users, decision makers, and those impacted by the
outcome of the model are all concerned with whether the modelis correct [121].

Model verification, validation, and testing activities assess the accuracy of a model. Performing these activities
also improves the credibility and reliability of a model. The practice of model verification, validation, and testing is
essential to the consistent production of models that are useful and correct. Balci [19] and Sargent [121] provide a
comprehensive overview of model verification, validation,testing, and accreditation.

Model verification is the process of certifying that transformations of the model from one form to another maintain
the fidelity of a model. Model verification ensures that the modeler transforms the model as they intended and that
the modeler preserves the accuracy of the model over time. Modeling tools that support model verification allow the
modeler to check that the tool operates in the manner that themodeler assumes. Model verification checks that the
process of building the model is correct.

Model validation is the process of determining whether a model sufficiently approximates the real system. The
definition of the term ‘sufficiently’ depends upon the purpose of the model. Increasing the validity of a model has cost,
so as Balci and Sargent [24] state, it is most efficient to evaluate the model with respect to its intended application.
Therefore, the purpose of the model dictates which aspects are important to validate and the standards that the modeler
should apply. Different modelers may have different intended purposes for a model. Therefore, it is possible for a
model to pass the criteria for acceptability for one modelerbut not for another modeler.

Model testing is the process of checking for errors in the model. Model testing determines if the model is func-
tioning properly by subjecting the model to controlled inputs. The modeler designs a model test to perform model
verification, model validation, or both activities.

The model experiments that the modeler uses for testing determine the domain of acceptability for the model.
Although one form of model experimentation is to compare themodel with historically-collected laboratory experi-
ments, the modeler can use other applicable model verification and validation techniques. The intended application
of the modeler determines the acceptable range of results from the model tests. Preferably, the modeler fixes the ac-
ceptable range before the development and testing of the model, and then works to make the model acceptable. One
part of model accreditation, the certification that the model is acceptable for a particular application, comes from the
documentation of model verification and validation that themodeler generates from these activities [121].
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1.2. OVERVIEW OF DISSERTATION 3

1.2 Overview of Dissertation

The first part of this dissertation motivates the utility of the mathematical models that the biological modelers construct
by illustrating the mathematics, mechanics, and theory that underpin the connection between mathematical models and
biological practice. Chapter 2 introduces the building blocks from which biological modelers construct their models.
This dissertation studies biological modelers that orienttheir models in terms of chemical reactions and chemical
reaction kinetics. Chemical reactions describe the structure of the biological processes that take place within a cell.
Chemical reaction kinetics describe the rate at which the chemical reactions occur.

The corresponding primitive building block for mathematical models is the differential equation. A differential
equation defines a family of functions in terms of their rate of change over time. The primary motivators of these rates
of change are the chemical reaction kinetic equations from the biological models. This dissertation considers several
types of differential equations that biological modelers commonly use. However, the remaining material focuses on
ordinary differential equations, which are relatively simple for a computer to evaluate.

The remainder of Chapter 2 explains the algorithm that biological modelers use to convert the biological model
to the mathematical model and the justification that they useto interpret the biological significance from the math-
ematical results. Converting from chemical reactions to differential equations is a laborious yet mechanical process
that later chapters in this dissertation address. The justification that this algorithm and the differential equationsthat
it produces are meaningful requires that that chemical reactions describe instantaneous physical events, that chemical
reactions take place within an essentially thermodynamically-fixed environment, that Brownian motion evenly mixes
the contents of the discretely-bounded compartments of thecell, and that the chemical reactants and products exist
in sufficiently-large amounts. The first two of these conditions generally apply to biological systems, while modelers
must verify that the second two conditions apply to the problem that they are trying to solve. There is no general
method for verifying that these conditions hold for a particular biological system.

The second part of this dissertation describes the development of new theory and practice that biological modelers
can use when dealing with these biological and mathematicalmodels. Chapter 3 explores the development of models
from a theoretical perspective. Biological modelers todaycommonly employ ad-hoc modeling processes that they
developed through years of practice and experience. Like many other fields that compose or construct works, biological
modelers use detail-oriented bottom-up modeling processes, goal-oriented top-down modeling processes, or, more
frequently, a combination of the two types of modeling processes. This dissertation examines a particular group of
biological modelers that developed a strongly bottom-up modeling process and describes their modeling process.

The remainder of Chapter 3 is then the theoretical development of a new modeling process that is later shown to
compare favorably with the original modeling process in terms of reliability, repeatability, efficiency, and correctness.
The primary drivers of this new modeling process are well-tested and documented techniques from modeling method-
ologies. Additionally, the new modeling process focuses heavily on the domain of the studied biological modelers,
allowing for further refinements that increase power and ease-of-use of modeling tools but decrease generality. This
new modeling process is the basis of the practical developments and tools in the remainder of the dissertation.

Chapter 4 applies the new modeling process to develop tools that the biological modelers can use. The JigCell
modeling environment is a suite of applications, programming libraries, and utility programs that focuses on the pro-
duction, execution, and analysis of models of biochemical reaction networks. The JigCell modeling environment
employs the new modeling process to significantly aid biological modelers and improve the model-development expe-
rience. The JigCell modeling environment consists of the Model Builder, Run Manager, and Comparator applications
that perform major modeling tasks and an experimental tool for parameter estimation. The programming libraries
support these applications and further provide the capability to construct new customized applications to meet the
needs of the modelers. The JigCell modeling environment andall of its component pieces are open source and employ
documented standards for interoperable communication with other tools and applications.

The final part of this dissertation measures the efficacy of the JigCell modeling environment from both theoretical
and practical perspectives. Chapter 5 develops a systematized collection of requirements for biological modeling
tools based on modeling methodology, domain experience, and user interviews. The major portion of Chapter 5 is an
examination of the JigCell applications in relation to these tool standards. The collection of requirements consists of
both functional requirements and performance requirements based on the expected trends in model development over
the next several years.
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Chapter 6 presents a case study applying the JigCell applications to a biological model for cell cycle control in
budding yeast. The same modeling group that developed the original modeling process also developed this budding
yeast model. The budding yeast model is a large, constructively-built model with many constraining experimental
observations. Historically, the modeling group has had great difficulty fine-tuning the budding yeast model due to
the number of adjustable control parameters and the expenseof model evaluation. The case study in this dissertation
examines the speedup of model evaluation when an expert modeler employs automated model evaluation with the
JigCell applications as compared to when the expert modeleremploys manual model evaluation.

Chapter 7 contains the conclusions of this dissertation, summarizes the contributions that this dissertation makes,
and presents the software engineering and evaluation experiences of the JigCell project.

Connections to other works

Much of the material in this dissertation previously appeared in part in publications or online. In most cases, these
publications contain abridged versions of the material in this dissertation. This dissertation generally supersedesthe
earlier publications by providing a more thorough treatment of the material, up-to-date accounts of the software,
methods, results, analyses, and experiences, and corrections to the errors found subsequent to publication.

The observational account of the original modeling processand the ensuing modeling process formalizations of
Chapter 3 appeared in earlier publications. Allen et al. [6]originally gave the larger model of Section 3.1 as an
example. Allen et al. [9] and later Allen et al. [10] first described the original modeling process of Section 3.1, the
modeling methodology of Section 3.2, and the revised modeling process of Section 3.3.

Several earlier publications described the components of the JigCell modeling environment of Chapter 4. The
introduction to Chapter 4 came from Allen et al. [9] and Allenet al. [10]. Publications that provided portions of the
description of the JigCell Model Builder in Section 4.2 and the JigCell Run Manager in Section 4.3 include Allen et
al. [6], Allen et al. [9], Allen et al. [10], Vass et al. [135],and online by Allen et al. [8]. Publications that provided
portions of the description of the JigCell Comparator in Section 4.4 include Allen et al. [6], Allen et al. [9], Allen et
al. [10], and online by Allen et al. [5] and Allen [8]. The description of parameter estimation in Section 4.6 came from
Allen et al. [6], Allen et al. [9], Allen et al. [10], and Panning et al. [113].

Chapter 5 has never previously appeared in this form, although portions appeared in other publications. Allen et
al. [9] and Allen et al. [10] originally included the introduction to Chapter 5. Allen, Shaffer, and Watson [11] provided
the original form of the support techniques in Section 5.1. The remaining sections of Chapter 5 previously appeared
online by Allen et al. [8] for an earlier version of the JigCell modeling environment.

Chapter 6 comes largely from the material in Allen et al. [7].Portions of the introduction to Chapter 6 and the
description of experimental phenotypes in Section 6.2.1 first appeared in Panning et al. [113].



www.manaraa.com

Chapter 2

Differential Equations for Biological Models

The cell is a highly ordered and intricate machine in which a wide variety of complex chemical processes take place.
Bounded by membranes, cells take in materials and energy from their environment, use these inputs for maintenance
and growth, and release back into the environment the waste products and heat. Put together, the chemical processes
that take place inside the cell form a tightly-coupled regulatory network that interacts with both the changing environ-
ment and the development that occurs within the cell. Alberts et al. [3] provide a general overview of cell biology.

Cells contain many fundamental building blocks, such as nucleotides, amino acids, carbohydrates, and lipids. The
cell assembles these fundamental building blocks into macromolecular structures, including enzymes, proteins, and
ribosomes, that the DNA and RNA encode using nucleotide sequences. The regulatory network of chemical processes
coordinates and directs the construction process of macromolecular structures. The term ‘biomolecule’ collectively
describes all of the molecules involved in the chemical processes that take place within the cell.

Biological modelers seek to map and understand chemical processes through quantitative methods. As biological
modelers map the details of individual biological processes, they hope to assemble their discoveries into a roadmap
of integrated biological systems. Researchers expect thisroadmap to accumulate first into an understanding of simple
cellular systems, and then ultimately into an understanding of large and complex eukaryotic organisms. A key tech-
nique that biological modelers employ is the use of modelingand simulation to study the temporal evolution of the
action and effects of regulatory networks on populations ofbiomolecules.

Enzymes heavily drive the actions of a regulatory network. An enzyme is a protein that catalyzes a specific
chemical process. Catalysis lowers the activation energy that a chemical process requires to occur and thereby greatly
enhances the rate at which that chemical process takes place. Although enzymes increase the rate at which a chemical
process takes place, enzymes cannot enable the occurrence of thermodynamically unfavorable chemical processes.
The presence of enzymes does not change the actual value of the equilibrium point. Instead, the catalytic properties
of enzymes result in a more rapid redirection of the population of biomolecules to the equilibrium point than in the
equivalent, uncatalyzed chemical process.

Enzyme catalysis is important because the available energyfor performing work is limited at constant temperature
and pressure. The cell is an essentially isothermal enclosing system around the chemical processes that take place
inside. Chemical processes cannot extract useful work fromheat energy without changing the temperature or pressure
of the enclosing system. The requirement to maintain the highly-ordered structure of the cell disfavors the use of
chemical processes that greatly increase the disorder of the cell. Instead, chemical processes must release energy in
the form of heat. Enzymes help facilitate the transfer of chemical energy between chemical processes and thereby
reduce the energy requirements of the cell.

The chemical processes that cellular enzymes catalyze typically proceed at maximum yield, producing no chemical
byproducts. This is unlike many industrial catalytic processes that require refreshment and maintenance due to the
formation of chemical byproducts. By making use of enzymes that do not form chemical byproducts during catalysis,
the cell further reduces its energy and material needs.

Biologists classify the chemical processes that occur in the cell according to their function. Transport processes
move proteins, materials, and products from one location inthe cell to another and across cellular membranes. Diffu-

5
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sion transports many biomolecules throughout the cell, while other biomolecules have directed, active transport that
delivers the biomolecules to specific sites within the cell.Intercellular and intracellular signaling processes communi-
cate information about the cell and coordinate the responseof the cell to environmental stimuli.

Many of the chemical processes that this dissertation uses for examples regulate cellular metabolism and the cell
division cycle. Cellular metabolism and cell cycle regulation consist of chemical processes that are usually extraor-
dinarily stable and highly conserved, present in nearly identical forms across many organisms. The cell responds to
environmental perturbations by employing a controlled response that restores the cell to its basal state. A mutation that
disrupts a particular chemical process involved in cellular metabolism or cell cycle regulation is sometimes survivable.
The resulting mutant is capable of surviving under standardconditions. However, the mutant is less competitive in
stressful environments. Biological modelers consider metabolic and cell cycle functional processes important to study
because these processes control how cells grow, maintain themselves, and divide. The cell cycle tightly interweaves
with all of the activities that occur within the cell.

This chapter introduces the building blocks from which modelers construct biological and mathematical models.
Section 2.1 describes chemical reactions and Section 2.2 describes chemical reaction kinetics. These two components
are together the basis of the biological models that this dissertation describes. The modeling process and modeling
software that later chapters describe treat chemical reactions as indivisible, primitive elements in building models.
Then, Section 2.3 describes the corresponding primitive element for mathematical models, the differential equation.

Section 2.4 ties together the biological and mathematical forms of a model by illustrating the process of convert-
ing from chemical reactions and kinetics to differential equations. Later chapters draw heavily upon the algorithms
that Section 2.4 introduces, and this dissertation afterwards frequently treats biological and mathematical models as
equivalents. Finally, Section 2.5 gives the physical chemical background that explains why modelers can apply the
algorithms in Section 2.4 to their problems.

Contents
2.1 Chemical Reactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . 6
2.2 Chemical Reaction Kinetics . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . 7
2.3 Differential Equations . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . 10

2.3.1 Systems of Ordinary Differential Equations . . . . . . . .. . . . . . . . . . . . . . . . . . . 11

2.3.2 Other Types of Differential Equations . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . 13

2.4 Biochemical Reaction Networks . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . 15
2.4.1 Modeling a Biochemical Reaction Network with Differential Equations . . . . . . . . . . . . 16

2.4.2 Detecting Conservation Relations in a Biochemical Reaction Network . . . . . . . . . . . . . 17

2.5 Approximations for Differential Equation Models . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.5.1 Discrete Approximation Schemes . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . 20

2.5.2 Continuous Approximation Schemes . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . 21

2.1 Chemical Reactions

Chemical reactions are processes that convert a fixed collection of chemical species, the chemical reactants, to another
fixed collection of chemical species, the chemical products. Chemical reactions can involve one chemical reactant
(monomolecular chemical reactions), two chemical reactants (bimolecular chemical reactions), or a greater number
of chemical reactants (trimolecular chemical reactions, etc.). Most of the chemical reactions that this dissertation
considers are monomolecular or bimolecular chemical reactions. In special cases, such as open chemical systems,
there are chemical reactions that have zero chemical reactants.

A chemical reaction equation consists of chemical reactants followed by an arrow pointing to the chemical prod-
ucts, as inAred + BoxiGGGAAoxi + Bred. This particular chemical reaction is an example of an oxidation-reduction
chemical reaction that transfers electrons from one chemical species to another.

Sometimes, a chemical reaction requires more than one instance of a chemical reactant or a chemical reaction
produces more than one instance of a chemical product. The stoichiometry is the number of instances of a chemical
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reactant or product that a single chemical reaction event involves. Writing a number before the chemical reactant
or product declares the stoichiometry of that chemical species in the chemical reaction. When no number appears
with a chemical species, the stoichiometry of that chemicalspecies in the chemical reaction is one. For example, the
oxidation-reduction chemical reaction equation,

2Fe3+ + Sn2+GGGA2Fe2+ + Sn4+,

corresponds to the chemical reaction equation with two copies of the chemical speciesFe3+ and two copies of the
chemical speciesFe2+,

Fe3+ + Fe3+ + Sn2+GGGAFe2+ + Fe2+ + Sn4+.

The chemical reactions given so far are irreversible chemical reaction equations. An irreversible chemical reaction
equation only proceeds from the chemical reactants to the chemical products. A reversible chemical reaction equation
can proceed in either direction. Switch the labels ‘reactant’ and ‘product’ when the chemical reaction proceeds in
reverse. Reversible chemical reaction equations have a two-way arrow, as in2NO2GGGBFGGGN2O4, which is equivalent to
the pair of irreversible chemical reaction equations,

2NO2GGGAN2O4 and N2O4GGGA2NO2.

Many of the chemical reactions that take place within the cell are reversible chemical reactions. However, the pair
of chemical reactions generally has an equilibrium point that favors one of the chemical reactions over the other at any
particular moment.

Chemical reactions take place within an enclosed universe,known as the chemical system. Modelers frequently do
not represent every chemical species that is present insidethe cell when describing the chemical system. Simplifying
models by omitting chemical species makes feasible the simulation of interesting biological problems. A model
commonly omits readily available chemical species. The chemical system contains these chemical species in ample
amounts, and an instance of the species is always available when a chemical reaction needs one. For example, a
modeler can write the phosphorylation and dephosphorylation of the chemical speciesA using the chemical reaction
equationAGGGBFGGGAP without regard to the availability of the phosphate groups that this chemical reaction transfers.

The chemical reaction equations that modelers write sometime indicate that a chemical species spontaneously
appears or disappears because of the chemical reaction. Chemical reactions and systems in which a chemical species
spontaneously appears or disappears are ‘open’. Similarly, chemical reactions and systems in which none of the
chemical species spontaneously appear or disappear are ‘closed’. Open chemical systems exchange energy and matter
between the system and its containing environment. The distinction between open and closed chemical systems plays
an important role in the existence of moiety conservation relations, which Section 2.4.2 describes in detail.

Chemical reactions in which no chemical reactants take partare ‘synthesis’ reactions and written with a dot for
the reactants,•GGGAX. Chemical reactions in which no chemical products take partare ‘degradation’ reactions and
written with a dot for the products,XGGGA • . It does not make sense to talk about a chemical reaction withneither
chemical reactants nor products. Synthesis and degradation reactions arise when the chemical system omits chemical
species and when chemical reactions transport chemical species into and out of the enclosing universe. A chemical
system that includes synthesis or degradation reactions isan example of an open chemical system.

2.2 Chemical Reaction Kinetics

In addition to the structure of a chemical reaction, the chemical reaction equation, simulation requires knowing the
rate at which the chemical reaction events take place, called the chemical reaction velocity. The kinetic formula of a
chemical reaction is a formula that has chemical species concentrations as the variables and parameters called kinetic
rate constants. Evaluating the kinetic formula of a chemical reaction using the chemical species population known for
the chemical system gives the chemical reaction velocity for that chemical reaction.

The order of a kinetic formula is the number of chemical species concentrations that the formula contains. Math-
ematicians often write an order with respect to a particularset. In this case, the set typically is the chemical reactants
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for the chemical reaction. Thus, the chemical reaction equation AGGGAB with the kinetic formula[A], where[A] is
the concentration of the chemical speciesA, is a first-order kinetic formula with respect to the chemical reactants. The
chemical reaction equationAGGGAB with the kinetic formula[C] is a zeroth-order kinetic formula with respect to the
chemical reactants. When this dissertation gives the orderof a kinetic formula, the order is with respect to the set of
chemical reactants for the chemical reaction unless statedotherwise.

The most fundamental type of kinetic formula is a mass actionkinetic formula. Mass action kinetic formulas result
from the physical observation that the propensity of chemical species to interact is proportional to the product of the
concentrations of those chemical species. The chemical reaction velocity,v, of the general chemical reaction equation

r1S1 + r2S2 + . . . + rnSnGGGA · · ·

with mass action kinetics is a kinetic rate constantk multiplied by the concentrations of the chemical reactants,

v = k
n

∏

i

[Si]
ri ,

where the thermodynamics of the chemical reaction dictate the kinetic rate constantk. Mass action kinetic formulas
have an order equal to the number of chemical reactants that achemical reaction event requires to occur,

∑n
i=1

ri.
When writing a chemical reaction equation that uses mass action kinetics, it is typical to write the kinetic rate con-

stant atop the arrow between the chemical reactants and products. Thus, the chemical reaction equationA + BGGGAC
with mass action kinetics and a kinetic rate constantkf is written as

A + B
kfGGGGGGAC.

Similarly, the reversible chemical reaction equationA + BGGGBFGGGC with mass action kinetics, a kinetic rate constantkf

in the forward direction, and a kinetic rate constantkr in the reverse direction is written as

A + B
kfGGGGGGBFGGGGGG
kr

C.

The forward kinetic formula of this chemical reaction equation iskf [A][B], and the backward kinetic formula of this
chemical reaction equation iskr[C].

Michaelis-Menten kinetics

The two-step process that describes simple enzyme catalysis of the chemical reactantS into the chemical productP
via the enzymeE is:

1. The chemical speciesS meets with the enzymeE to form the complexES,

2. and the complexES proceeds to form the chemical productP.

The formation of the chemical product liberates the enzymeE for future chemical reactions. Of course, these two
chemical reactions can also proceed in reverse. The chemical speciesP meets with the enzymeE, forming a complex.
Finally, that complex then dissociates back to its individual components, the chemical speciesS and the enzymeE.
These two reversible chemical reactions join to give the chemical reaction equation

E + S
k1GGGGGGBFGGGGGG
k−1

ES
k2GGGGGGGBFGGGGGGG
k−2

E + P. (2.1)

The Michaelis-Menten kinetic formula [37, 96] approximates the simple scheme for enzyme catalysis that uses
the system of four chemical reactions of Equation 2.1 and gives a single formula for the chemical reaction equation
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E + SGGGAE + P. The standard derivation of Michaelis-Menten kinetics invokes two assumptions to create the ap-
proximation. Other approximate schemes for enzyme catalysis provide results similar to Michaelis-Menten kinetics
but use different underlying assumptions. The biological models that this dissertation examines are generally invariant
to the particular approximation scheme that the modeler chooses to use.

• The first assumption is that none of the chemical speciesP reforms into the complex. This assumption, equiv-
alent to setting the kinetic rate constantk−2 to zero, is essentially true when the concentration of the chemical
speciesP is small.

• The second assumption, called the steady state assumption,is that the concentration of the complexES does
not change even though the concentrations of the chemical speciesS andP are changing. The steady state
assumption requires that the rate of formation of the complex ES equal the catalytic rate of the overall chemical
reaction plus the rate at which the complexES reverts to its individual components, the chemical speciesS and
the enzymeE.

Applying these two assumptions to Equation 2.1, the reaction velocity of the chemical reaction equation

ES
k2GGGGGGAE + P

limits the overall catalytic rate. Thus, the catalytic ratev = k2[ES]. Also, by the steady state assumption,k1[E][S] =
(k−1 + k2)[ES]. Solving this equation for the concentration of the complexES gives

[ES] =
[E][S]

(k−1 + k2)/k1

. (2.2)

Biologists call the constant expression(k−1 + k2)/k1 in Equation 2.2 the Michaelis constant and use the symbolkm.
The enzyme converts between the free formE and the complexES. The total amount of the enzyme present in the

chemical system does not change over time, and the sum[E] + [ES] = ET holds true for some constant total amount
ET . Substituting this conservation relation into Equation 2.2 and solving for the concentration[ES] produces

[ES] =
ET [S]

km
−

[ES][S]

km
=

ET [S]

km(1 + [S]/km)
=

ET [S]

km + [S]
. (2.3)

Therefore, substituting Equation 2.3 into the original catalytic rate equation gives the kinetic formula,

v =
k2ET [S]

km + [S]
.

However, the productk2ET is simply the catalytic rate when all of the enzyme is in the form of the complexES. Since
the rate-limiting step in this system of chemical reactionsis the production of chemical products from the complexES,
the productk2ET is also the maximum rate at which the chemical reaction can take place, calledvmax. Thus, it is
customary to instead write a Michaelis-Menten kinetic formula as

v =
vmax[S]

km + [S]
, (2.4)

using the parametersvmax andkm. When the concentration of the chemical reactantS is much greater than the
concentration of the enzymeE, the Michaelis-Menten formula gives the limiting catalytic ratevmax, which is zeroth-
order in terms of the reactants.

The models in this dissertation use Michaelis-Menten kinetic formulas to reduce the number of intermediate chem-
ical products written. Reducing the number of intermediatechemical species makes the models simpler and easier to
understand. However, some model simulation schemes, such as those that Section 2.5.1 describes, require that the
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modeler ‘unpack’ complex kinetic formulas, such as Michaelis-Menten kinetic formulas, into chemical reaction equa-
tions with elementary mass action kinetic formulas.

Hill equation

Although the Michaelis-Menten approximation for enzyme catalysis is a useful simplification, some enzymes do not
have Michaelis-Menten kinetics. The solution curve for thekinetic formula of Equation 2.4 has a hyperbolic shape.
The slope of the catalytic rate curve is initially steep as the concentration of the chemical productP is small. As time
progresses, the action of the enzyme moves the system towards equilibrium and the catalytic rate curve levels off.

Allosteric enzymes are enzymes that have multiple binding sites that interact as the enzyme encounters chemical
species. When the binding sites of an allosteric enzyme are cooperative, the binding of a chemical species to the
enzyme at one of the binding sites improves the chances of a chemical species successfully binding to the enzyme
at another binding site. Enzymes that exhibit this cooperative behavior have a catalytic rate curve with a sigmoidal
shape. Initially, the slope of the catalytic rate curve is nearly flat. As time progresses, chemical species occupy a few
of the binding sites, and the catalytic rate curve grows steeper. Finally, the action of the enzyme moves the system
near equilibrium, and the catalytic rate curve levels off again.

Modelers commonly use the Hill equation,

v =
vmax[S]h

kh
0.5 + [S]h

,

to empirically match sigmoidally-shaped catalytic rate curves. In the Hill equation, the parameterh controls the
shape of the sigmoidal curve, withh = 1 reducing to a Michaelis-Menten kinetic formula. Note that if km = [S] in
Equation 2.4, the chemical reaction velocityv is equal to0.5vmax. Due to this physical interpretation, the parameter
km is written ask0.5 when it appears in non-Michaelis-Menten kinetic formulas.

This brief introduction to chemical reaction kinetics covered the types of kinetic equations that appear in the
examples in this dissertation and in many of the models that the references describe. Modelers have named and used
in models a vastly greater number of chemical reaction kinetic equations. Hammes [64] gives a general overview of
the kinetic formulas that many typical enzymatic processesuse. Hofmeyr and Cornish-Bowden [68] go into more
detail about the Michaelis-Menten and Hill equations, in particular giving derivations for a general reversible form of
each. A modeler can use any equation as a kinetic formula, butmany modelers primarily use kinetic formulas that
derive from known physical and biological phenomena.

2.3 Differential Equations

Modelers often want to know how a chemical species, sayA, changes over time. The formula for the concentration of
chemical speciesA as a function of time is labeled[A](t), or as the variable[A]. The chemical reactions that involve
the chemical speciesA dictate the formula for[A](t). As Section 2.4 shows, each chemical reaction that uses the
chemical speciesA as a reactant contributes a negative term to the differential equation for[A](t) and each chemical
reaction that formsA as a product contributes a positive term.

Often, it is not possible to write an explicit equation for[A](t). Instead, the modeler writes an equation that contains
derivatives of[A](t) and other chemical species concentrations, creating a differential equation. If the chemical species
A is synthesized at a constant rate,k, then the concentration[A] is given by the differential equation

d[A]

dt
= k. (2.5)

Dependent variables are those variables whose derivative occurs in the differential equation. Independent variables
are those variables for which derivatives are taken in respect of in the differential equation. A parameter is a constant
that varies in other equations of the same general form. In Equation 2.5,[A] is a dependent variable,t is an independent
variable, andk is a parameter. A differential equation can contain an unlimited number of dependent variables,
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independent variables, and parameters. Most of the differential equations in this dissertation have a single independent
variable but many dependent variables and parameters.

There are several important classifiers for differential equations. An ordinary differential equation is a differential
equation that takes only ordinary derivatives of the dependent variables. Although this dissertation uses ordinary
differential equations extensively, this is only a small introduction to the theory of ordinary differential equations.
For a more thorough coverage, consult references such as Arnold and Cooke [13], Boyce and DiPrima [36], and
Rainville [114].

The order of a differential equation is the highest order of derivative that occurs in the equation. A system of
differential equations with order greater than one has a corresponding system of differential equations with order one.
To produce such a system, introduce new variables for the higher order derivatives until every derivative is expressible
as the first derivative of some existing variable.

Finally, a differential equation is linear if every term of the differential equation is linear in the dependent variables
and the derivatives of the dependent variables. A linear, first-order ordinary differential equation has the general form

a0(t)y
′ + a1(t)y + a2(t) = 0,

wherey is a variable andy′ is the first derivative ofy with respect tot. Most of the differential equations that this
dissertation discusses are first-order ordinary differential equations. However, only the simplest of the differential
equations, such as Equation 2.5, are linear. Non-linear terms frequently arise in the differential equations generated
from biological models due to the use of mass action kinetic formulas with chemical reactions that have multiple
chemical reactants and due to the use of more complicated kinetic formulas, such as the Michaelis-Menten or Hill
kinetic formulas, which lead to differential equations that contain products of dependent variables.

2.3.1 Systems of Ordinary Differential Equations

When a chemical reaction involves two or more chemical species, the chemical reaction equation gives rise to a system
of differential equations. The differential equations in the system have different parameters and dependent variables,
but share a single independent variablet. The chemical reaction equationA + 2BGGGA3C with mass action kinetics
and a rate constant ofk generates the system of simultaneous ordinary differential equations

d[A]

dt
= −k[A][B]2, (2.6)

d[B]

dt
= −2k[A][B]2, (2.7)

d[C]

dt
= 3k[A][B]2. (2.8)

Section 2.4 describes how to construct a system of differential equations from multiple chemical reaction equations.
The general form of a system of first-order ordinary differential equations is

y′
1 = f1(t, y1, y2, . . . , yn),

y′
2 = f2(t, y1, y2, . . . , yn),

...

y′
n = fn(t, y1, y2, . . . , yn),

wherey1, y2, . . . ,yn are variables corresponding to the functionsy1(t), y2(t), . . . ,yn(t), andy′
i is the derivative ofyi

with respect tot. Vector notation encodes this system of differential equations more compactly as

y′ = f(t,y). (2.9)

A solution to Equation 2.9 is ann-dimensional vector function,y(t), such that each component ofy(t) is differentiable
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with respect tot andy = y(t) satisfies the system of differential equations. Both of these conditions must hold
along the interval[t0, tmax] that the modeler considers interesting. The timet0 is the moment when numerical initial
conditions,y(t0) = y0, are known for the system of differential equations. The time tmax is the last moment that the
modeler wants to examine. An initial value problem combinesa system of differential equations along with numerical
initial conditions. Unfortunately, a modeler usually cannot construct a solution vector functiony(t) that solves a
biologically interesting initial value problem.

Solving a System of Ordinary Differential Equations

Finding a solution for a system of differential equations generated from chemical reaction equations is often quite
difficult. Chemical reaction equations frequently translate into non-linear differential equations, few of which have
analytical solutions. Instead of hoping to find an analytical solution to the system of differential equations, modelers
instead numerically approximate a solution to the system ofdifferential equations.

Using the numerical solution for the system of differentialequations, the modeler constructs a time series plot of
the chemical species populations as a function of time. Euler’s method is a simple numerical technique for solving
differential equations by extending the solution vector according to a local approximation off(t,y).

1. Start at the known pointy0 at the timet0,

2. construct a tangent line to the graph(t,y(t)) with slopef(t,y),

3. follow the tangent line to the approximate pointy1 at the timet1, wheret1 > t0,

4. and repeat this process to produce successive approximationsy2,y3, . . . ,yr.

The overall approximation for the solution vector functiony(t) is then

yr+1 = yr + f(tr,yr)(tr+1 − tr), (t0 < t1 < · · · < tr < tr+1 < · · · ≤ tmax). (2.10)

The global error of Euler’s method is proportional to the size of the differencestr+1− tr [36]. Euler’s method gen-
erates accurate solutions for simple systems of differential equations, such as Equations 2.6–2.8. However, applying
Euler’s method to large biological systems frequently leads to inaccurate results.

Solving a Stiff System of Ordinary Differential Equations

A system of differential equations that a modeler generatesfrom many chemical reaction equations is typically stiff. A
stiff system of differential equations is one that is sensitive to small perturbations in the solution value. In many cases, a
stiff system of differential equations comes from a biological system where conditions change on two vastly-different
time scales. Euler’s method is relatively accurate for a simple system of differential equations. However, Euler’s
method is unstable for a stiff system of differential equations even when the sizes of the time steps are relatively small.
Producing an accurate solution to a stiff system of differential equations using Euler’s method is expensive.

The backward Euler’s method is a variation of Euler’s methodthat uses backward difference formulas to construct
an implicit approximation for the solution vector functiony(t). Unlike Euler’s method, the backward Euler’s method
is stable regardless of the size of the time steps. The backward Euler’s method replaces the tangent line approximation
used in Euler’s method with the backward difference formula,

y′(tr+1) ≈
yr+1 − yr

tr+1 − tr
. (2.11)

Substituting Equation 2.11 to produce an equivalent to Equation 2.10 gives the backward Euler formula,

yr+1 = yr + f(tr+1,yr+1)(tr+1 − tr). (2.12)

Sinceyr+1 is defined implicitly, computing the value ofyr+1 requires solving Equation 2.12.
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Euler’s method and the backward Euler’s method are first-order methods for numerically solving differential equa-
tions. Higher-order numerical methods exist that can produce more efficiently an accurate approximation to a system
of differential equations. Shampine and Gordon [127], as well as Ascher and Petzold [15], describe the theory and
application of higher-order methods for solving stiff systems of ordinary differential equations.

2.3.2 Other Types of Differential Equations

This dissertation uses several other types of differentialequations that also regularly appear in biological modeling.
This section gives a brief overview of differential-algebraic equations, delay differential equations, partial differential
equations, and stochastic differential equations.

Differential-algebraic equations

Section 2.3.1 considered systems of differential equations that have the form given by Equation 2.9. In many biolog-
ical problems, algebraic equations augment the system of differential equations to produce a system of differential-
algebraic equations. The general form of a system of ordinary first-order differential-algebraic equations is

y′ = f(t,y, z),

0 = g(t,y, z),

where thez variables correspond to the functionsz(t) whose time derivatives do not appear. They variables are
the ‘differential variables’ and thez variables are the ‘algebraic variables’. Algebraic variables do not need initial
conditions. Given initial conditions,y0, for the differential variables at timet0, the solution forz of g(t0,y0, z) = 0

provides the initial conditions,z0, for the algebraic variables. Not specifying initial conditions for the algebraic
variables ensures that the joint initial conditions(y0; z0) are consistent for the initial value problem of the system of
differential-algebraic equations. However, the algorithm to solve forz, commonly an iterative version of Newton’s
method, may need an initial guess forz0.

When the equationg(t,y, z) = 0 is solvable forz given values ofy andt, the system of differential-algebraic
equations is not much harder to solve than a system of ordinary differential equations. Systems of differential-algebraic
equations for which this condition is not true are ‘high index’. High index systems of differential-algebraic equations
are considerably more difficult to solve [57, 91]. This dissertation uses differential-algebraic equations in several
places, primarily for conservation relations, which Section 2.4.2 discusses.

Partial differential equations

The systems of ordinary differential equations examined sofar describe chemical systems that are spatially homoge-
neous. Spatially heterogeneous chemical systems require equations that include the spatial position in the function for
the differential variables in the chemical system. Partialdifferential equations, equations that take a partial derivative
of one or more of the differential variables, are a commonly used method for describing spatially heterogeneous chem-
ical systems. Chemical processes that incorporate both chemical reactions and chemical species diffusion frequently
use partial differential equations that combine the chemical reaction kinetics with diffusion terms,

∂y

∂t
= f(t,y) + diffusion terms,

where a parameterized function, such ask∇2y, describes the diffusion process.
A famous example of a spatially heterogeneous system that uses partial differential equations is the Fourier heat

equation [88]. Starting from physical first principles, Fourier showed that the temperature of a solid body,T (t,p), at
the pointp in 3-space and timet, is given by a partial differential equation,

∂T

∂t
= k∇2T,
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which is the heat equation. The parameterk is a value that depends upon the conductivity of heat in the solid body.
Solving a system of partial differential equations is typically numerically intensive. The computer must sample the

differential variables that represent the chemical systemat many different spatial locations [98]. Modelers frequently
use partial differential equations with chemical systems for which the well-stirred assumption does not hold. Sec-
tion 2.5.1 describes the well-stirred assumption in detail. Important partial differential equations that this dissertation
discusses include the stochastic chemical master equation(Equation 2.19), a fundamental equation that describes the
population of chemical species as a function of time. Modelers usually approximate the stochastic chemical master
equation rather than trying to solve the equation directly.

Delay differential equations

A delay differential equation is a differential equation that is a function of the solution to the differential equation
beyond some differential time stepdt. A frequent source of delay differential equations in biological modeling is
transport processes. Transport processes model the movement of chemical species from one location to another in the
cell. The general form of a system of ordinary first-order delay differential equations is

y′ = f(t; τ1, . . . , τm,y), t ≥ t0,

y(t; τ) = Ψ(t), t0 − τm ≤ t ≤ t0,

whereτ1, . . . , τm is a list of backward time differences into the solution of the system of differential equations with0 <
τ1 < τ2 < · · · < τm andΨ is a real-valued function on[t0 − τm, t0] that supplies a solution for the system of
differential equations before the initial conditions given at timet0. Frequently, it is convenient to defineΨ so that
Ψ(t) = y0 for all timest0 − τm ≤ t ≤ t0. In this case, the system of differential equations is in a quiescent phase
before the time interval[t0, tmax] that the modeler is interested in studying.

Ordinary delay differential equations describe many simple diffusion and signaling processes. Delay differential
equations combine with differential-algebraic equationsor partial differential equations in the way that one would
expect. Systems of delay differential equations are particularly difficult to solve [28, 49]. Like partial differential
equations, a common use of delay differential equations is chemical systems for which the well-stirred assumption
does not hold.

Stochastic differential equations

In 1908, Paul Langevin [83] presented a differential formula for the position of a particle influenced by Brownian
motion that duplicated a result of Albert Einstein. The Langevin formula combines a deterministic ordinary differential
equation with a noisy differential term to produce a stochastic differential equation

dy

dt
= f(t,y) + h(t,y)G(t), (2.13)

whereh(t,y) is the intensity of the noise and theG(t) are independent Gaussian variables.
A complication in the solution of stochastic differential equations is that the derivative does not exist due to the

presence of the noise term. Instead, Equation 2.13 is rewritten in differential form as

dy = f(t,y) dt + h(t,y) dW (t),

whereW (t) is a Wiener process [76], and interpreted as the integral equation

y(t) = y0 +

∫ t

t0

f(t,y) dt +

∫ t

t0

h(t,y) dW (t).

Although the first integral is an ordinary Riemann integral,the meaning of the second integral is less clear. The second
integral cannot be a Riemann-Stieltjes integral because the sample paths of a Wiener process are not of bounded
variation. Instead, the second integral is a stochastic integral.
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A further complication in the solution of stochastic differential equations is that there are many qualitatively
different, rational interpretations for what the stochastic integral means. The Itô stochastic calculus [73] and the
Stratonovich stochastic calculus [79] define two of the possible interpretations for a stochastic integral. Stochastic
differential equations appear in the chemical Langevin equation (Equation 2.20), which is an intermediate stop in
the derivation from the stochastic chemical master equation to describing chemical systems with ordinary differential
equations. However, this dissertation does not examine solutions to the chemical Langevin equation and does not
consider the nuances that separate the Itô and Stratonovich stochastic calculuses.

2.4 Biochemical Reaction Networks

Models of interesting biological processes consist of manycoupled chemical reactions, along with the corresponding
chemical reaction kinetics. A biochemical reaction network is an aggregate of multiple chemical reactions. Bio-
chemical reaction networks are graphs that capture the chemical products and reactants at the vertices and represent
chemical reactions that create, destroy, and convert thesechemical species using labeled directed edges. The treatment
of biochemical reaction networks in this dissertation is similar to Aris [12] and Feinberg [53].

There are many ways to communicate the structure of a biochemical reaction network. A simple way of repre-
senting biochemical reaction networks is to list the chemical reactions and reaction kinetics that the network contains.
Table 2.1 describes a biochemical reaction network that contains four chemical species,A, B, C, andD, and five
chemical reactions. For simplicity, all of the chemical reaction kinetics in this example are mass action kinetics. Note
that the third kinetic formula isk[C]2 instead of2k[C].

Table 2.1: Chemical reaction equations using mass-action kinetics for a simple set of chemical reactions.

Chemical reaction equation Kinetic formula

A
kaGGGGGGBFGGGGGG
kb

B ka[A], kb[B]

•
kcGGGGGGAC kc

2C
kGGGGGA3D k[C]2

D
kdGGGGGGA • kd[D]

The biochemical reaction network in this example is slightly unusual because it consists of several short and
unlinked collections of chemical reactions. A more typical, but far larger, biochemical reaction network tends to have
long series of chemical reactions joined sequentially. Chemical reactions linked by a common intermediate chemical
can transfer chemical energy from one chemical reaction to the next. In the isothermal environment of the cell,
chemical reactions without a common intermediate chemicalcannot transfer chemical energy, and any excess energy
that the chemical reaction produces dissipates as heat.

A wiring diagram is a graphical depiction of a biochemical reaction network. A wiring diagram has labeled nodes
that represent the chemical species and arcs that representthe chemical reactions. Typically, modelers do not draw
the chemical reaction kinetics directly on the wiring diagram but instead provide them separately. Figure 2.1 is a
wiring diagram that corresponds to the biochemical reaction network given in Table 2.1. It is easy to see the structure
of the biochemical reaction network when looking at the wiring diagram. However, because the chemical reaction
kinetics are not present in the wiring diagram, a modeler still needs the table of chemical reaction equations and
kinetic formulas to get this vital information about the biochemical reaction network. Finally, a system of differential
equations can mathematically represent the biochemical reaction network. The remainder of this section covers the
creation of a system of ordinary differential-algebraic equations that correspond to a biochemical reaction network.
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Figure 2.1: Wiring diagram for the simple set of chemical reactions in Table 2.1.

2.4.1 Modeling a Biochemical Reaction Network with Differential Equations

The stoichiometry matrix of a biochemical reaction networkis a real-valued, rectangular matrix that describes the
topology of the network and the transfer of mass that resultsfrom chemical reaction events. The stoichiometries of
chemical species in the reactions that make up the biochemical reaction network provide the entries of a stoichiometry
matrix. The stoichiometry matrix does not include chemicalreaction velocities. The stoichiometry matrix for a
biochemical reaction network does not change during simulation.

A biochemical reaction network withm chemical species andn chemical reactions has anm by n stoichiometry
matrix. The columns of the stoichiometry matrix correspondto chemical reactions; the rows of the stoichiometry ma-
trix correspond to chemical species. The number at the intersection of a row and column in the stoichiometry matrix,
a ‘stoichiometric coefficient’, gives the effect on the population of chemical species from a single occurrence of that
chemical reaction event. Positive stoichiometric coefficients correspond to the chemical products of a chemical reac-
tion. Negative stoichiometric coefficients correspond to the chemical reactants of a chemical reaction. The magnitude
of the stoichiometric coefficients indicates the quantity of substance that each chemical reaction event converts. When
a chemical reaction does not involve a particular chemical species, that stoichiometric coefficient is zero.

This dissertation labels a stoichiometry matrix with a script S and labels stoichiometric coefficientssij where
0 < i ≤ m and0 < j ≤ n.

S =











s11 s12 · · · s1n

s21 s22 · · · s2n

...
...

. . .
...

sm1 sm2 · · · smn











Building a system of ordinary differential equations from the stoichiometry matrix

Once the modeler computes the stoichiometry matrix of a biochemical reaction network, the process of converting
that biochemical reaction network into a system of ordinarydifferential equations is straightforward. A stoichio-
metric coefficientsij gives the quantity of the chemical species with indexi that an occurrence of the chemical
reaction event with indexj requires. Each chemical reaction has a chemical reaction velocity, vj for the jth chem-
ical reaction, that describes how frequently chemical reaction events occur. The chemical reaction velocity vector
v = [v1(C) v2(C) . . . vn(C)]T collectively gives the chemical reaction velocities. The vector of chemical
species populationsC = [[C1] [C2] . . . [Cm]]T describes the current state of the chemical system.

The product of a stoichiometric coefficient with a chemical reaction velocity is the rate of change of that chemical
species concentration that that chemical reaction induces. For the chemical speciesCi, the rate of change of the
concentration[Ci] that the chemical reaction with indexj induces issijvj . Summing up the influxes and effluxes of a
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chemical species across all of the chemical reactions givesa formula for the total rate of change of the concentration
of that chemical species induced by the biochemical reaction network. The chemical reactions that make up the
biochemical reaction network induce a net change in the population of chemical species according to the equation

dC

dt
= Sv(C) =











s11 s12 · · · s1n

s21 s22 · · · s2n

...
...

. . .
...

sm1 sm2 · · · smn





















v1(C)
v2(C)

...
vn(C)











=

n
∑

j=1











s1jvj(C)
s2jvj(C)

...
snjvj(C)











. (2.14)

As an example, the simple biochemical reaction network thatTable 2.1 describes has four chemical species and
five chemical reactions. Although the system has only four written chemical reaction equations, there are actually
five chemical reactions because one of the chemical reactionequations is reversible. The stoichiometry matrix of this
biochemical reaction network is

S =









−1 1 0 0 0
1 −1 0 0 0
0 0 1 −2 0
0 0 0 3 −1









, (2.15)

and the chemical reaction velocity vector isv =
[

ka[A] kb[B] kc k[C]2 kd[D]
]T

. Expanding the productSv
according to Equation 2.14 leads to the system of ordinary differential equations for the chemical reactions of the
simple biochemical reaction network

d[A]

dt
= kb[B]− ka[A], (2.16)

d[B]

dt
= ka[A]− kb[B], (2.17)

d[C]

dt
= kc − 2k[C]2,

d[D]

dt
= 3k[C]2 − kd[D].

2.4.2 Detecting Conservation Relations in a Biochemical Reaction Network

An interesting observation of the system of differential equations that corresponds to the biochemical reaction network
in Table 2.1 is that Equations 2.16 and 2.17 sum to zero. Looking at the chemical reaction equations, it is obvious
why this should occur: chemical speciesA converts solely to chemical speciesB with a stoichiometry of one, and in
reverse, chemical speciesB converts solely to chemical speciesA with a stoichiometry of one. Conservation of mass
states that the sum of the quantity of chemical speciesA and the quantity of chemical speciesB must remain constant.
This means that the sum of the quantities of chemical speciesA and chemical speciesB is [A] + [B] = T for some
constantT . Therefore,

d

dt
[A] +

d

dt
[B] =

d

dt
T = 0.

The rate of change of the quantity of chemical speciesA must always exactly cancel out the rate of change of the
quantity of chemical speciesB, henced[A]/dt = −d[B]/dt as seen earlier.

A conserved moiety is a collection of chemical species that convert from one form to another but whose total
amount never changes. The sum of the quantities of the chemical species that make up a conserved moiety is a
constant. Chemical speciesA andB form a conserved moiety in the biochemical reaction networkin Table 2.1. There
are reactions in the model that convert between these two chemical species, but there are no chemical reactions that
either create or destroy chemical speciesA or B. A chemical species that phosphorylates and dephosphorylates, but
never synthesizes nor degrades, is a common biological example of a conserved moiety. Two chemical species, say
speciesS andSP, that differ only due to a phosphorylation state form a conserved moiety where[S] + [SP] = ST .
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The sum[A] + [B] = T is called a conservation relation. Note that[B] = T − [A] can replace Equation 2.17
to produce a system of ordinary first-order differential-algebraic equations that has the same solution as the original
system of differential equations. Replacing differentialequations with conservation relations is often advantageous for
the analysis and simulation of a biochemical reaction network. Although conserved moieties are not the sole source
of conservation relations [124], many of the conservation relations in this dissertation derive from conserved moieties,
and this dissertation frequently uses the term ‘conservation relation’ in the sense of a moiety conservation relation.

Analysis of the stoichiometry matrix

Examining the stoichiometry matrix in Equation 2.15 reveals another interesting observation. The rows of the stoi-
chiometry matrix for chemical speciesA andB are linearly dependent. In fact, rows of the stoichiometry matrix are
linearly dependent if and only if they represent a conservation relation [69]. Therefore, the conservation relations for
a biochemical reaction network are computable from the stoichiometry matrix. The system of differential-algebraic
equations for the biochemical reaction network when every possible differential equation is replaced with a conserva-
tion relation hasrank(S) differential equations andm− rank(S) conservation relations.

Several methods exist for computing the conservation relations of a biochemical reaction network. A simple and
generally efficient method for computing conservation relations is to apply Gauss-Jordan elimination to row-reduce the
stoichiometry matrix. Gauss-Jordan elimination separates out the linearly dependent rows of the stoichiometry matrix,
replacing those rows with zeros. Examining the elementary matrices that the elimination process used determines a set
of conservation relations. Note that the set of conservation relations that an elimination process produces is not unique.
Applying different elementary row operations can lead to different, but equally valid, conservation relationships.

An example applying Gauss-Jordan elimination to the stoichiometry matrix given by Equation 2.15 follows.

1. Augment the stoichiometry matrix given by Equation 2.15 with the identity matrixIm. Mentally label the rows
of the augmented matrix with the chemical species that each row represents, in this caseA, B, C, andD.









−1 1 0 0 0 1 0 0 0
1 −1 0 0 0 0 1 0 0
0 0 1 −2 0 0 0 1 0
0 0 0 3 −1 0 0 0 1









A
B
C
D

2. Perform Gauss-Jordan elimination to produce the reducedmatrix.








1 −1 0 0 0 −1 0 0 0
0 0 1 −2 0 0 0 1 0
0 0 0 1 −1/3 0 0 0 1/3
0 0 0 0 0 1 1 0 0









A
C
D
B

(2.18)

3. The left-hand side of the reduced matrix has a single row that contains only zero entries, indicating that the
system contains one conservation relation. Multiply the corresponding row in the right-hand side of the reduced
matrix by the vector of chemical species populations to formthe expression for that conservation relation,

[1 1 0 0]









[A]
[B]
[C]
[D]









= [A] + [B].

Thus, the model expresses the conservation relation[A] + [B] = T . Note that after performing Gauss-Jordan
elimination, the conservation relation row in Equation 2.18 is the one with the label ‘B’. Therefore, the conservation
relation replaces the differential equation for the chemical speciesB. Cornish-Bowden and Hofmeyr [44] give another
example of using Gauss-Jordan elimination to compute the conservation relations for a simple biochemical reaction
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network. Sauro and Ingalls [124] give an overview of severalmethods for calculating conservation relations along
with consideration of related computational issues.

2.5 Approximations for Differential Equation Models

The process that Section 2.4 describes for creating a systemof ordinary first-order differential equations requires
several physical assumptions. The physical assumptions made in support of using a system of ordinary differential
equations to describe a biochemical reaction network include assumptions about

• the thermodynamic environment in which the chemical reactions take place,

• the structure of the biochemical reaction network,

• the relative proportion of reactive and non-reactive molecular collisions,

• and the distribution of chemical species within the volume of the chemical system.

Making physical assumptions to construct an approximationof the real biochemical reaction network is a reasonable
approach. The goal of modeling is to gain insight by simulating the biochemical reaction network, rather than emu-
lating the biochemical reaction network. Physical assumptions reduce the time that simulation requires and thereby
make tractable the study of large-scale biochemical reaction networks.

Two significant physical assumptions pervade all of the solution methods that this dissertation discusses. The first
physical assumption deals with the environment of the cell.The second physical assumption deals with the chemical
reactions that occur within the cell.

The environmental assumption

The first assumption is that chemical reactions take place inside of a fixed volume with uniform and constant tempera-
ture and pressure. Thermodynamical statistics, such as thetemperature of the surrounding environment, influence the
chemical reaction velocities. On a microscopic scale, physical forces and the constraints specified by thermodynamics
control the chemical reactions. Simulations at the mesoscopic molecular protein level subsume the effects of physical
forces into the rate constants. The modeler encodes the effect that physics and thermodynamics have on a chemical
reaction by permitting only certain chemical reactions to occur and specifying the chemical reaction velocity.

Molecular statistics, such as the chemical reaction velocity, approximate the thermodynamics of the chemical
reaction and the environment of the chemical system. A chemical reaction that is thermodynamically favorable either
releases energy in the form of heat, or increases the entropyof the chemical system. Berg, Tymoczko, and Stryer [29]
give the details of computing the free energy change of a chemical reaction to determine whether the chemical reaction
is thermodynamically favorable and can therefore occur spontaneously. Chemical reaction velocities act as fixed
formulas because of the assumption that the physical and thermodynamic descriptions of the chemical system are
essentially constant over time.

The chemical reaction assumption

The second assumption is that all chemical reactions are instantaneous physical events. Section 2.1 defined the ki-
netic formula and stoichiometry for a chemical reaction liberally. There are no restrictions against having chemical
reactions with non-integer stoichiometries nor are there restrictions against having chemical reactions that involve the
combination of many chemical products. Using this definition of a chemical reaction, the class of permissible chemi-
cal reactions includes1.3AGGGAB andA + B + CGGGAD. However, there is no physical analog to a chemical reaction
that involves1.3 molecules of chemical speciesA. Similarly, basic physics says that the simultaneous collision of a
molecule ofA with a molecule ofB and a molecule ofC is so improbable that such collisions are neglectable.

Chemical reactions that correspond to a fundamental, instantaneous physical event describe

• the synthesis of a single molecule of a chemical species,
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• the conversion of a single molecule of a chemical species to another chemical species,

• and the collision of two molecules to produce chemical products.

An elementary chemical reaction is a chemical reaction thatmodels one of these fundamental physical events.
Non-elementary chemical reactions, such as those that use Michaelis-Menten kinetics, empirically approximate

a series of elementary chemical reaction steps. There is no unique way to ‘unpack’ an overall chemical reaction
into elementary chemical reactions. In this dissertation,solution schemes that require elementary chemical reactions
assume that the modeler previously unpacked the non-elementary chemical reactions in the model.

2.5.1 Discrete Approximation Schemes

Using just the two assumptions that the previous section gives about the environment of the chemical system and
the structure of the chemical reactions, the only possible simulation scheme is to precisely simulate the molecular
dynamics of the chemical system. A molecular dynamics simulation models the chemical system by continuously
tracking the position and velocity of each molecule. The computer evolves the chemical system by updating the
position of each molecule according to its velocity and treating the collision of two molecules as a discrete event.

When two molecules collide, the collision is either reactive or non-reactive. In the case of a non-reactive collision,
the two molecules rebound away from one another. A non-reactive collision changes the spatial distribution of chemi-
cal species in the chemical system. In the case of a reactive collision, a chemical reaction event occurs, and one of the
elementary chemical reactions modifies the population of chemical species in the chemical system.

Molecular dynamics describes the population and spatial distribution of chemical species in the chemical system
as a function of time. Applying molecular dynamics precisely simulates the chemical system according to Newtonian
physics, ignoring effects such as quantum mechanics. However, performing a molecular dynamics simulation is too
slow to practicably apply to interesting biological problems. Such models may have many thousands of molecules of
a chemical species that collide and interact between each interesting chemical reaction event.

Well-stirred chemical systems and the stochastic chemicalmaster equation

The observation that chemical species rarely have reactivecollisions is the basis of a simplifying approximation for
molecular dynamics. Assume that for every reactive collision, a very large number of non-reactive collisions occur
in the meantime. Non-reactive collisions change the spatial distribution of chemical species in the chemical system.
After a large number of non-reactive collisions, the spatial distribution of a chemical species is essentially random.

The well-stirred assumption approximates molecular dynamics by positing that the molecules of a chemical species
continuously and evenly mix and redistribute themselves throughout the volume of the chemical system. A well-stirred
chemical system is spatially homogeneous. Using the well-stirred assumption, it is no longer necessary to record the
spatial distribution of chemical species or to simulate anyof the non-reactive collisions. Instead, the population of
chemical species with discrete integer variables|C1|, |C2|, . . . , |Cm| or, in vector form,C, entirely describes the state
of the chemical system. Unlike previous chemical species variables, which were concentrations, the chemical species
variables for stochastic equations are usually in terms of quantity of substance. The volume of the chemical system
relates the concentration of a chemical species and the quantity of substance of that chemical species.

The chemical reaction velocity vectorv(C) =
[

v1(C) v2(C) . . . vn(C)
]T

for the biochemical reaction
network gives each chemical reaction velocity as a functionof the population of chemical species in the chemical
system. The probability that the chemical reaction with index j occurs over the next short interval of timedt is
vj(C)dt. The probability that the chemical system has a population of chemical speciesC at timet, given that the
initial conditions of the chemical system are a population of chemical speciesC0 = C(t0) at time t0, is written
asPr(C; t | C0; t0) for t ≥ t0, or more simply asPr(C; t).

The stochastic chemical master equation [60, 92] gives the change over time of the population of chemical species
in the chemical system as the partial differential equation

∂ Pr(C; t)

∂t
=

n
∑

j=1

vj(C− Sj) Pr(C− Sj ; t)−
n

∑

j=1

vj(C) Pr(C; t), (2.19)
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whereSj is the column of the stoichiometry matrix that corresponds to the chemical reaction with indexj. Equa-
tion 2.19 contains two sums over probabilities. The first sumis the probability of the chemical system transitioning
into the desired state from one of the nearby states according to the chemical reactions in the chemical system. The
second sum is the probability of the chemical system transitioning out of the desired state.

Gillespie’s stochastic simulation algorithm

Gillespie proposed a stochastic simulation algorithm [59]that uses the well-stirred assumption and can compute a
probability given by the stochastic chemical master equation to any desired degree of accuracy. Each invocation of
Gillespie’s stochastic simulation algorithm produces a sample pathC(t) that describes the evolution of the population
of chemical species in the chemical system over time. Repeating Gillespie’s stochastic simulation algorithm many
times, and treating the obtained sample paths as observations from a sample space, approximates the statistics of the
stochastic chemical reaction equation.

Gillespie’s stochastic simulation algorithm is an iterative process that simulates the reactive collisions between
chemical species. The steps taken by the algorithm trace outsuccessive populations of chemical species to describe
the sample pathC(t).

1. Start at the known pointC0 at the timet0,

2. compute the total chemical reaction velocity,vT =
∑n

j=1
vj(C0), among the chemical reactions in the bio-

chemical reaction network,

3. select random variatesα andβ uniformly from the interval(0, 1),

4. find the smallest integerj∗ such that
∑j∗

j=1
vj(C0) > αvT ,

5. advance the population of chemical species in the chemical system toC1 = C0 + Sj∗ ,

6. advance the chemical system time tot1 = t0 + (lnβ−1)/vT ,

7. and repeat this process to produce successive stepsC2,C3, . . . ,Cr at timest2, t3, . . . , tr, respectively.

The algorithm terminates whentr > tmax. The state of the chemical system at timetmax is then definitelyCr−1 as
no chemical reaction event occurred between the timestr−1 andtr.

Gibson and Bruck later developed a version of Gillespie’s stochastic simulation algorithm that is more difficult to
implement but computationally more efficient [58]. However, the stochastic simulation algorithm remains too slow
for many interesting biological problem. Gillespie’s stochastic simulation algorithm requires sequentially simulating
every chemical reaction event. As the total size of the population of chemical species in the chemical system increases,
the expected step size taken after each chemical reaction event decreases and the expected total execution time of the
simulation increases.

2.5.2 Continuous Approximation Schemes

An alternative to trying to speed up computation of the discrete stochastic process that the stochastic chemical master
equation defines is to construct a new approximation scheme that can jump past multiple chemical reaction events in
a single time step. Suppose that the population of chemical species is sufficiently large so that the effect of chemical
reaction events over a small time scale,∆t, does not appreciably change the chemical reaction velocity vector. In
other words,v(C̃) ≈ v(C) whenC̃ is a population of chemical species that can arise from the population of chemical
speciesC within a short period of time∆t. Furthermore, suppose that at any timet ∈ [t0, tmax], the modeler expects
each chemical reaction in the biochemical reaction networkto occur many times in the interval fromt to t + ∆t. This
requires that every chemical species exists in at least moderate amounts.
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If these two assumptions about∆t hold for the chemical system, then Gillespie concludes thatthe discrete stochas-
tic process that the stochastic chemical master equation defines is approximatable using a continuous stochastic pro-
cess [61]. This leads to the chemical Langevin equation, which is the stochastic differential equation

dC

dt
= Sv(C) + S











√

v1(C)G1(t)
√

v2(C)G2(t)
...

√

vn(C)Gn(t)











(2.20)

where theG1(t), G2(t), . . . , Gn(t) are all independent Gaussian variables with mean zero and standard deviation one.
Note that in the chemical Langevin equation approximation,the chemical species populations|C1|, |C2|, . . . , |Cm| are
now continuous real variables instead of discrete integer variables. The chemical Langevin equation is a continuous
stochastic process analogous to the stochastic chemical master equation (Equation 2.19).

Research continues in the attempt to speed up stochastic simulation schemes. Tau leaping [116] is a method that
Gillespie and Petzold developed for use when all of the chemical species populations are of at least moderate size. At
this scale size, stochastic effects still influence the evolution of the chemical system, but purely stochastic methods
are much too slow. The tau-leaping method approximates the stochastic solution by advancing the chemical system
solution over intervals of time,τ , in which the number and type of chemical reaction events is known. However, the
tau-leaping method does not determine the order of the chemical reaction events within aτ interval.

Ordinary differential equations in the thermodynamic limi t

Although a computer can evaluate the chemical Langevin equation much faster than the stochastic chemical master
equation, computing the stochastic noise term is still expensive in comparison to computing the deterministic term.
There are also theoretical difficulties that the modeler must avoid when using the chemical Langevin equation approx-
imation. The first difficulty is that the conditions Gillespie places on∆t may not apply to the chemical system under
study, and these conditions are difficult to check. The second difficulty is that, as Section 2.3.2 mentions, the modeler
must choose an interpretation of the stochastic integral.

A new assumption further simplifies the continuous approximation to the stochastic chemical master equation.
That assumption, the ‘thermodynamic limit’, is that the chemical system is operating in the limit where the volume
containing the chemical system goes to infinity, the population of chemical species|C1|, |C2|, . . . , |Cm| all go to
infinity, and the concentrations of the chemical species remain constant. In the thermodynamic limit, the deterministic
term of the chemical Langevin equation grows with the size ofthe chemical system. The stochastic noise term of the
chemical Langevin equation grows with the square root of thesize of the chemical system.

As the population of chemical species grows larger, the stochastic noise term becomes negligible in comparison to
the deterministic term. Therefore, the chemical Langevin equation becomes in the thermodynamic limit

dC

dt
= Sv(C) + S











√

v1(C)G1(t)
√

v2(C)G2(t)
...

√

vn(C)Gn(t)











≈ Sv(C), as|C1|, |C2|, . . . , |Cm| → ∞.

This is exactly Equation 2.14 for constructing a system of differential equations from a biochemical reaction network.
Models typically require hundreds of molecules of each chemical species in the chemical system before the mod-

eler can employ the thermodynamic limit. Since this approximation discards the stochastic noise term of the chemical
Langevin equation, the resulting system of ordinary differential equations is a deterministic process.



www.manaraa.com

Chapter 3

Modeling Processes and Methodologies

A modeling process is a grouped, repeatable collection of operations that modelers perform during the task of building
a model. A modeling process is itself a model that describes the work done by modelers. Modeling processes are a
means by which modelers formalize a natural system to produce mathematical systems and a means by which modelers
interpret mathematical systems to derive information about a natural system. Modeling methodologies often guide a
modeling and simulation specialist during the design of a new modeling process. A modeling methodology gives a
repeatable series of steps that modeling processes can incorporate and is intended to improve specific attributes for a
modeling process, such as efficiency, reliability, testability, and predictability.

The objectives of building a modeling process are to

• understand the methods that biological modelers employ to build models,

• and develop ideas that allow biological modelers to build reliable models more efficiently and predictably.

It is not necessary to laboriously detail every task that a modeler might undertake during model development. Many
modelers have unique practices that they employ while working.

A modeling process is not a complete recipe for solving a problem. Building a model is a difficult task, and
modelers must overcome many unforeseen obstacles before they can successfully develop a new model. A modeling
process cannot substitute for experience, intelligence, or good taste for designing models. A modeling process must be
parsimonious enough so that a biological modeler can understand the modeling process and integrate new techniques
without expending excessive effort. However, the modelingprocess must also be complete enough so that the modeler
can apply the modeling process to their work. This chapter describes

• a modeling process for constructing biological models thatcomes directly from observations of modelers build-
ing and testing models,

• a modeling methodology that supports several key attributes for performance and quality in the construction of
biological models,

• and a new modeling process for constructing biological models that incorporates the modeling methodology and
observed modeling process, and proposes a reorganization of certain model development tasks.

Asking biological modelers to describe how they work, many can relate themselves to using one of two kinds
of modeling processes for building models of biochemical reaction networks. The ‘constructive’ style of modeling
process starts with elementary chemical reaction steps, towhich the modelers add increasingly larger aggregates of
chemical reactions to better explain a biological process.The ‘empirical’ style of modeling process starts with a
sketch of the overall biological process, and modelers thenattempt to continuously refine that sketch by replacing
a generalized step with more detailed components. Figure 3.1 shows the difference in model evolution between
using constructive and empirical modeling processes. Thisdissertation focuses on constructive modeling processes.

23
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Figure 3.1: Difference in model evolution between using constructive and empirical modeling processes.
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However, modelers employ both constructive and empirical modeling processes, and no one has shown that one type
of modeling process is conclusively better for biological modeling than the other.

There are two nested loops in a constructive modeling process. Table 3.1 gives a constructive modeling process
that is typical of a ‘bottom-up’ approach. The outer loop expands the aggregate of chemical reactions. The inner
loop refines and tweaks the biochemical reaction network to evaluate the performance of the model and to make
subtle adjustments. Modelers can use early models from a constructive modeling process for making predictions,
even though these models explain only a subset of the observations related to the biological process. A constructive
modeling process terminates when the modeler is satisfied that the developed model explains all of the observations
that the modeler identified as important.

Table 3.1: Outline of a constructive model building processfor producing biological models.

Identify the distinguishing features of the overall chemical reaction.
Research the literature for experimental data on relevant chemical species and reactions.
Assemble a small, proposed model using elementary chemicalreaction steps.
(Loop)

(Loop)
Assign rate laws and kinetic constants based on experimental measurements and intuition.
Convert the proposed model into a computer solvable system.
Apply numerical methods to simulate the system.
Compare the numerical solution to the experimental data.

(End Loop)
Research the literature for experimental data about related chemical species and reactions.
Add additional elementary chemical reactions and intermediate chemical species.

(End Loop)

An empirical modeling process also has two nested loops. Table 3.2 shows a typical ‘top-down’ modeling process.
The outer loop defines a boundary for the search space in whichthe modeler attempts to locate a more refined model
of the biological process. The inner loop examines candidate refinements for the model and selects between the
possible refinements. Early models from an empirical modeling process explain the initial observations related to the
biological process but have little predictive power. An empirical modeling process terminates when the justification
for the individual component pieces of the developed model satisfies the modeler.

This chapter examines two modeling processes for building biological models. Later chapters employ these mod-
eling processes for building biological modeling softwareand attempt to measure the effectiveness of the modelers
that use each process. Section 3.1 is an observational account of an existing modeling process for building biological
models. Then, Section 3.2 introduces a general modeling process methodology and considers what this methodol-
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Table 3.2: Outline of an empirical model building process for producing biological models.

Identify the distinguishing features of the overall chemical reaction.
Research the literature for experimental data on relevant chemical species and reactions.
Assemble a proposed model covering the overall chemical reaction.
Establish experimental measurements of the inputs and outputs of the proposed model.
(Loop)

Compile a list of plausible chemical species that may act as intermediates.
(Loop)

Generate a more detailed proposed model involving the intermediate chemical species.
Assign chemical reaction kinetics using empirical laws.
Convert the proposed model into a computer solvable system.
Apply numerical methods to simulate the system.
Compare the numerical solution to the experimental data.

(End Loop)
Research the literature for experimental data about related chemical species and reactions.
Replace a step in the model with additional chemical reactions and intermediate chemical species.

(End Loop)

ogy can provide to assist biological modelers. Finally, Section 3.3 proposes a new modeling process for biological
modeling. The remaining chapters of this dissertation study implementations of this new modeling process.
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3.1 Original Modeling Process

Figure 3.2 shows a model of the process that modelers in the Tyson laboratory use to develop models of biochemical
reaction networks, including Chen et al. [41], Chen et al. [42], Novak et al. [106], and Tyson and Novak [132]. This
dissertation refers to the Tyson modeling process as the ‘original modeling process.’ The original modeling process
evolved over more than ten years of practice developing models rather than using modeling process formalisms.

The original modeling process does not currently have written documentation for novice modelers. However, the
original modeling process presently changes very little over time so producing such documentation is feasible. Novice
modelers learn about the original modeling process primarily through demonstration and mentoring. A novice mod-
eler typically spends several months building models before becoming proficient enough with the original modeling
process to attempt original work. The original modeling process is a constructive modeling process.

In the ensuing text, the symbolx
−→ denotes the stage of the original modeling process labeled with the symbol ‘x’

in the diagram, and such symbols mark the text where that stages is discussed. A stage drawn with a solid line in the
diagram indicates the successful completion of a process and the text refers to such a process as a ‘primary’ stage. A
stage drawn with a dashed line in the diagram indicates an error recovery activity and the text refers to such a process
as an ‘error-recovery’ or ‘secondary’ stage. Finally, the name of thex stage given in emphasized text distinguishes the
name of a stage from the name of a generic activity or process.
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Figure 3.2: Original modeling process observed in the Tysonlaboratory.
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The modelers in the Tyson laboratory record biochemical reaction networks using sketched diagrams and directly
convert the sketch of the biochemical reaction network to a system of differential-algebraic equations by hand, using
the algorithms that Section 2.4 described. This original modeling process partially standardizes the graphical elements
in a sketch of a biochemical reaction network. For example, connecting two chemical species using a solid line
indicates the transfer of mass via a chemical reaction. Connecting a chemical species with a chemical reaction using a
dashed line indicates an influence on that chemical reactionby the chemical species, such as participating as a catalyst.
However, like the original modeling process, modelers communicate the standard for using graphical elements in a
sketch of a biochemical reaction network orally rather thanthrough written documentation.

Until recently, the modelers of the Tyson laboratory primarily used off-the-shelf tools for solving and analyzing
the systems of differential equations that they generated from biochemical reaction networks. Specialized tools for
pathway modeling were not available. They typically constructed the differential equation specification for a model,
including the parameters, initial conditions, and simulator control settings, using the ODE file format that G. Bard
Ermentrout developed for the XPPAUT integrator [51]. Ermentrout documented the ODE file format but did not stan-
dardize the format. User documentation and tutorials are available in the XPPAUT manual [51] and online at [52].
This documentation does not provide enough information forsomeone to exactly duplicate the parsing and interpreta-
tion of ODE files that the XPPAUT program performs. Therefore, some experimentation is necessary to interpret the
syntax and semantics of an ODE file and recover the originallyintended model specification.

When modelers prepare a model for publication, they sketch the biochemical reaction network using a graphical
figure, the differential and algebraic equations as mathematical formulas, and the numerical values of parameters
and initial conditions as text in tables. In many cases, a specification of the simulator and simulator control settings
does not accompany the published model. Instead, the modeler must laboriously duplicate the method by which the
simulator interprets the system of differential-algebraic equations. By performing simulation runs and comparing the
time series output that the simulator produces with figures of time series plots given in the publication, the modeler
can infer the necessary changes to the simulator control settings.

Before modelers can begin working on a model, they first must identify the problem that the model will solve. This
process, known as ‘problem formulation’, includes an analysis of requirements, an identification of a solution method,
and a specification of modeling objectives [19]. Unless the modeler starts from a formulated problem, there is a risk
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of inadequately solving the problem or solving the wrong problem. Preferably, the initial modelers record the output
of problem formulation in some lasting form, such as a scientific publication, so that future modelers can refer to the
modeling requirements and objectives while working on the model.

The original modeling process does not include problem formulation as an explicit step. During the construction
of the original modeling process, there was insufficient observation of this particular group of modelers formulating
completely new problems in the sense of wishing to develop a model for a new organism or to apply new solution
techniques to a previously developed model. Instead, they expanded existing models by attempting to match additional
experimental observations. It is unknown if this infrequent reformulation is an inherent property of the problems these
modelers are attempting to solve or is a side effect of the modeling process that they are using. Observations with
different modelers and modeling processes might answer this question in the future.

3.1.1 Primary Stages of the Original Modeling Process

The original modeling process has four primary stages:design, translate, evaluate, andaccept. The modeler creates
the model in thedesignstage and converts the model to a computer understandable format in thetranslate stage.
During theevaluatestage, the modeler tests the model to determine its performance with respect to the modeling
objectives. Finally, theacceptstage results when the modelers produce a presentable modelfrom the information that
they recorded during model development. Along with these primary stages, there are additional error recovery stages
that a modeler performs after detecting an error during theevaluatestage.

design
−−−→

Thedesignstage typically begins with the modeler creating a wiring diagram from an idea of how a biological process
occurs. A wiring diagram depicts the biochemical reaction network of the proposed model. As Section 2.4 described,
the format of a wiring diagram is a graph that captures the chemical reactants and products at the vertices and represents
chemical reactions that create, destroy, and convert thesechemical species using labeled, directed edges. Additionally,
the wiring diagram may note the kinetic information for a chemical reaction. Figure 3.3 is a wiring diagram that
depicts the post-translational modification of cyclin, an important regulation process, inXenopus laevisextracts based
on the model by Marlovits, Tyson, Novak, and Tyson [87].

Figure 3.3: Wiring diagram of a regulatory process inXenopus laevisextracts.
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Although there are wiring diagram styles that the modelers in the Tyson laboratory share, the larger modeling
community has not standardized the notation for wiring diagrams. Modelers often invent ad hoc notation to express
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abstractions, replication, and unusual processes. For example, modelers frequently abstract a complicated process
involving several steps that appears multiple times in the wiring diagram. The wiring diagram notation of Kohn [80]
employs abstraction to represent concisely the interaction of multiple chemical species.

Removing details from the wiring diagram simplifies the presentation of the model and saves space during pub-
lication. In the publication text, the modeler describes the excised process, gives a notation that stands in place of
that process in the wiring diagram, and lists the chemical species that each instance of the process uses. However,
splitting the presentation of the model between the wiring diagram and text makes accurately duplicating the results
of the model harder. The reader of the publication must correctly reassemble the model from the split presentation.

Figure 3.3 is simple enough that communicating the essential features of this model does not require much abstrac-
tion. Still, the figure includes a key that links particular graphical shapes with named chemical species to reinforce
visually the idea that chemical reactions assemble and disassociate these molecular complexes. In addition, the wiring
diagram uses the special notation of drawing four circles toindicate degradation of the chemical speciesCycB and
the notation of drawing a single, attached circle to indicate the phosphorylation state of a chemical species.

Chemical reaction kinetics frequently have a presentationthat is separate from the wiring diagram. In some cases,
the publication omits the chemical reaction kinetics entirely, and the reader must infer the kinetic information from
other figures. Without the full details of the chemical reaction kinetics, it is possible to structurally analyze the model
but not to perform simulation. Since the wiring diagram often lacks some details of the chemical reaction kinetics, it is
typical for modelers to first rewrite the model as a collection of chemical reaction equations, along with the appropriate
chemical reaction kinetics. Thedesignstage terminates after the modeler assigns chemical reaction kinetics to all of
the chemical reaction equations. Although Figure 3.3 identifies the transfer of mass of chemical species from chemical
reactions and regulatory signals, the figure gives no indication as to how or at what rate the chemical reactions occur.
Table 3.3 explains the chemical reaction kinetics as an adjunct.

Table 3.3: Chemical reaction equations and rate laws for theXenopus laevisextracts model of Marlovits, Tyson,
Novak, and Tyson.

Chemical reaction equation Kinetic formula
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translate
−−−−−→

The translate stage is the process of converting the chemical reaction equations written for the biochemical reaction
network model to a computer understandable form, typicallya system of ordinary differential-algebraic equations. For
each chemical species in the model, the modeler creates an ordinary differential equation by using the algorithms that
Section 2.4 described.

Modelers estimate parameter values for the rate laws using their intuition or knowledge about the chemical system.
Frequently, the modeler does not know exact numeric values for these parameters. Instead, the modeler gives an
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initial estimate for each of the parameter values and then continuously updates these guesses based on the feedback
from model evaluation. The original modeling process includes the repeated adjustment of parameter values, which
modelers often describe as ‘parameter twiddling’, as therefit error recovery stage. A modeler engages in parameter
twiddling when simulation of the model fails to adequately reproduce the experimental observations.

In some cases, chemical reactions convert a chemical species between different forms but neither create nor destroy
that chemical species. As Section 2.4.2 described, the total quantity of such a chemical species is conserved and an
algebraic expression can replace the differential equation for one form of the chemical species.

When the model contains a conservation relation, the selection of which differential equation the conservation
relation replaces is not relevant for numerical integration. Any choice of a chemical species for elimination leads to a
consistent and mathematically equivalent representationfor the model. Therefore, the choice of how to mathematically
express the conservation relationship depends upon the aesthetic preferences of the modeler. Often, modelers prefer
writing the conservation relation in a ‘biologically suggestive’ form, which requires writing the conservation relation
so that all of the computed chemical species values and totals are non-negative.

Figure 3.3 corresponds to a system of six ordinary differential equations and four conservation relations.
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In this model, the chemical speciesCdc25 andWee1 convert between an active and inactive form via phosphorylation,
but there are no chemical reactions for their synthesis or degradation. Similarly, the chemical speciesCdk1 is present
as a free molecular species, bound as a complex in activeMPF, and bound as a complex in inactiveMPF, but no
chemical reactions create or destroyCdk1. Phosphorylation and dephosphorylation convertMPF between its active
and inactive forms. These chemical species have a conservation relation in the place of their differential equation
(Equations 3.1, 3.2, 3.3, and 3.4).

In addition to having a continuous differential equation model, some models also include a discrete event model.
A discrete event is an instantaneous change to the model thattakes place in response to a trigger condition. Discrete
events take place either immediately after meeting the trigger condition or after an event delay, which is some offset
time into the future. Modelers describe certain cellular processes, such as cell division, with discrete events that
set chemical species concentrations, change parameter values, alter chemical reaction kinetics, and switch between
different systems of differential equations for the continuous model.

The addition of discrete events to a model makes the model significantly more difficult to simulate. Finding the
exact time that a simulation meets the discrete event trigger condition requires the construction of an approximation
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function to the differential equation solution and locating the roots of that function. Furthermore, many of the com-
monly used numerical integrators manipulate the integration history to predict the behavior of the differential equation
solution better in the near future. The numerical integrator must destroy this recorded integration history when a dis-
crete event takes place. The model that the numerical integrator constructs for the differential equation system is no
longer valid after the chemical species concentrations or differential equations change.

evaluate
−−−−→

Theevaluatestage begins with the modeler generating time series plots of important chemical species concentrations
from the model. A time series is the output of applying numerical integration to the system of differential-algebraic
equations. Each step of a time series reports the concentrations of the chemical species in the model at a particular
moment in time. Typically, a numerical integrator outputs time series steps at regular intervals, regardless of the actual
integration steps required to simulate the model.

The modeler sets the parameters and initial conditions of the model to match the conditions under which an
experimentalist conducted an experiment. For example, theXenopus laevisextract model has several experimental
observations that divide the initial concentrations of thechemical speciesMPF among its various, related forms.
The modeler must compare the time series plots with the experimental observations and then judge whether the model
adequately represents the biological process and fulfills the modeling objectives. In the simplest case, the experimental
observations measure the change of a chemical species valueover time. These experimental observations closely align
with the data format that a numerical integrator uses for output, and model evaluation is straightforward curve fitting.
If the observations are of phenotypic properties, then model evaluation requires a skilled modeler.

Cell cycle models typically have higher-order experimental observations that the modeler must work to interpret.
An example of a higher-order observation is whether a cell representing a particular mutant strain viably reproduces.
The time series plot must exhibit a checklist of requirements for the modeler to declare the mutant strain viable.
These kinds of observed properties require that the modelerinterpret the time series plot to see if the model matches
the experimental observations. Often, it is difficult to make firm rules that guide the modeler in performing this
interpretation of the model output. The modeler relies on intuition and experience when making the comparison.

accept
−−−→

Once the modeler is confident that an evaluation indicates that the model adequately reproduces the biological pro-
cess and fulfills the modeling objectives, theacceptstage begins. Theacceptstage consists of final preparations
for archiving and disseminating the model. Typical means for disseminating models include web sites and scien-
tific publications. A publication typically includes a sketch of the final biochemical reaction network, the system of
differential-algebraic equations that correspond to the biochemical reaction network, and the parameters and initial
conditions that the system of differential equations uses.Additionally, the modelers record the experimental observa-
tions and the procedure that they used for model evaluation.Modelers often provide the time series plots from model
evaluation that depict the performance of the model againstthe experimental observations.

3.1.2 Secondary Stages of the Original Modeling Process

The remaining stages in the original modeling process are error-recovery stages. An error is an inadvertently incorrect
model element. Errors can result from both the biology of themodel and the process of building the model. Krahl [81]
describes several classes of errors for general-purpose modeling, all of which can occur in biological models.

During model evaluation, the modeler detects errors in the model by examining the time series plots that the
numerical integrator produces. The modeler must infer the nature of an error and its location in the model from
experience. It is not always possible for the modeler to accurately identify the cause of an error. Additional laboratory
experiments can test a hypothesis about a model error, but performing new experiments is extremely expensive. In
general, the modeler must correct an error in the model usingonly the existing collection of experimental results.

Modelers often make many iterations between model refinement and evaluation before the model begins to work.
However, a model missing important chemical reactions or biological mechanisms is likely to have no choice of
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parameters that can adequately reproduce the desired behavior. In this case, the modeler must redesign the wiring
diagram to incorporate these dynamics. Finally, the modeler may conclude that there is no hope of fixing the model,
or that the cost of fixing the errors in the model is prohibitive, and discard the model in favor of another idea for how
the biological process occurs.

repair
−−−→

The modeler invokes therepair stage when it is necessary to correct errors made while translating from the biochem-
ical reaction network to the system of differential equations. There are two sources of such errors:

• converting the wiring diagram to chemical reaction equations,

• and converting the chemical reaction equations to a system of differential equations.

Vass and Schoenhoff [136] observed that many modelers commit errors while creating the system of differential
equations. Moreover, the error rate increases when the biochemical reaction network is complex.

Although a modeler can mechanically follow the process thatSection 2.4 described, manually creating a system
of differential equations from a biochemical reaction network is both time-consuming and prone to error. Tedious
checking between the wiring diagram and differential equations is the only means for detecting and correcting errors
that a modeler introduced during model translation. Each chemical reaction equation leads to an influx and efflux
term in the system of differential equations. Quite often, an error in the translated model results from the alteration
or omittance from the regulating equation of one of these terms. This type of error is common among inexperienced
modelers, although practice and experience can partially mitigate the problem [136].

refit
−−→

The modeler invokes therefit stage when it is necessary to correct errors made while assigning numerical values to
the differential equation parameters. As mentioned earlier, modelers frequently do not know exact numeric values for
these parameters from laboratory experiments. When the model is not performing correctly, a modeler can make new
estimates for the kinetic parameters based on past comparisons of the model against the known experimental results.

Selecting how to adjust the model parameters is highly dependent upon the current intuition that the modeler has
for how the model should respond to parameter value changes.During each iteration, the modeler typically changes
only a small number of parameters due to the potential interactions of the changes. The modeler often must repeat
this type of error recovery activity many times before the model begins to work. Each time, the modeler successively
chooses different parameters to adjust and different amounts by which to adjust those parameters. The process of
parameter twiddling is the repeated adjustment of parameter values in an attempt to align the model output with the
experimental observations.

redesign
−−−−→

After trying parameter twiddling, the modeler may decide that an error in the model is not correctable without modi-
fying the biochemical reaction network. The modeler invokes theredesignstage when making changes to the wiring
diagram or rate laws. Modelers apply their biological intuition and past modeling experience to change the model by
adding, removing, and modifying chemical reactions so thatthe model better reproduces the desired behavior. The
modeler must then again translate the model into a system of differential equations and evaluate the model against the
experimental observation. Since adding or removing even a single chemical reaction from the model can greatly affect
the model output, an extensive period of parameter twiddling often follows the redesign of a biochemical reaction
network. The modelers in the Tyson laboratory perform parameter twiddling much more often than model redesign.

restart
−−−→

Finally, the modeler may decide that correcting an error in the model is either too difficult or that correcting the error
would cost more than creating an entirely new model. Not every new biological idea becomes a successful model,
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and it is most efficient if the modeler weeds out the unprofitable ideas before proceeding through many iterations of
the model development process. Therestart stage is the termination of a particular biological idea andmodel, and
proceeding through this stage marks the start of the next idea for how the biological process occurs.

3.2 Modeling Methodology

Modelers have used the original modeling process observed in the Tyson laboratory to successfully develop models
that define the current state of the art. However, these modelers, and the larger modeling community, recognize that
they are at the limit of the complexity that their current methodology can support, which is driving many new efforts
in modeling tool development. Examples of related development efforts for modeling tools include Cell Designer [56,
78], E-CELL [130, 131], Gepasi [94, 95], Jarnac [122, 123], JigCell [6, 9], and Virtual Cell [86, 125]. Hucka et
al. [71] survey the capabilities of many of these modeling tools. Furthermore, some groups of tool developers have
joined forces in larger modeling efforts, such as the open source Bio-SPICE framework [30].

The proliferation of modeling applications suggests that model development has much untapped potential that a
lack of computational assistance currently hinders. However, there are few opportunities for automating model devel-
opment tasks in the original modeling process. Instead, it is crucial to look for steps that the original modeling process
does not explicitly call out. Additional opportunities forautomating model development appear after decomposing the
steps of activities in the original modeling process.

The only activity in the original modeling process with a clear potential for automation is the conversion of the
chemical reaction equations for the model into a system of differential equations. Although this translation process is
both error-prone and time-consuming, the creation of an entirely new system of differential equations does not take
place frequently and is not a bottleneck for producing well-tested biological models. Translation time is incommen-
surable with the time spent designing and evaluating a model. Moreover, the proportion of time spent performing
translation decreases as model size increases. After the modeler initially converts the model from chemical reaction
equations to a system of differential equations, the changes done to the chemical reaction equations of the model during
error-recovery activities are typically small and requiremodifying only a small number of the differential equations.

Modeling methodologies assist in understanding the model development process and indicate requirements for
supporting that process [22]. Formal methodological approaches for modeling provide well-defined and tested tech-
niques. There is no apparent best approach for applying a modeling methodology to an existing modeling process.
However, after aligning the original modeling process withthe features in the modeling methodology, it is clear that
there are activities that the modeling methodology contains but that the original modeling process omits. Adding in
the features that the original modeling process omits seemslike a natural approach to take. These discovered activities
contribute to a new modeling process for constructing biological models.

Modeling methodology requirements

Based on the observed experiences with the original modeling process, it is clear that this modeling community would
benefit from a modeling methodology that supports several specific capabilities. The ultimate goal of a modeler is
to produce a model that validates against the modeling objectives and wins approval from the decision makers. As
Section 1.1 described, demonstrating that a model is valid and acceptable requires that the modeler perform verifica-
tion, validation, and testing on the model. Modelers shouldemploy verification, validation, and testing frequently so
that models that contain errors waste a minimum amount of effort [19]. If the modeler generates an incorrect system
of differential equations from the chemical reaction equations, then it is likely that the model cannot pass the evalua-
tion process with any set of parameters. Testing the model toensure that the differential equations are correct would
prevent the modeler from wasting many hours futilely twiddling parameters.

Several of the models that modelers using the original modeling process developed are extremely long lived.
Modelers repeatedly adapt these models to meet changes in the modeling objectives and requirements. This is one
of the reasons why the original modeling group carries out problem formulation so infrequently. Instead of starting a
new model to explore a biological process, modelers take an existing model as a base and adapt the existing model to
accommodate the newly proposed pathways for the biochemical reaction network. Model reuse promotes economical
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model development by eliminating the duplication of work products that the two models share. However, successful
model reuse requires that the modelers choose sound models.

In some cases, when the new biological process is significantly different from the biological processes that an
existing model captures, modelers use a motif from the existing model instead of the entire model. Using only part
of an existing model speeds up model development for the new biological process by allowing the modeler to avoid
problematic interactions between the new model and existing model through the parsimonious selection of the most
important aspects of the existing model. However, the modeler should assume that the ultimate goal of model devel-
opment for both the new model and existing model is to eventually produce an integrated model that is self-consistent
and explains both the original and new biological processes.

It is reasonable to expect that this modeling group will continue to base new models on existing models, and so
these modelers require a modeling methodology and process that are capable of introducing change at an advanced
stage of model development without undue cost. Furthermore, it seems apparent that computational technology will
change significantly during the lifetime of a long-lived model. The previous generation of models encountered such
changes. Thus, the models and the modeling process should remain independent of the runtime host and adapt to high-
performance computing techniques of the next ten years or more. Using the terminology of Nance and Arthur [103],
the modeling methodology and process must primarily support correctness and testability, secondarily support adapt-
ability, maintainability, and portability, and test throughout the model lifecycle.

The primary requirements of correctness and testability from the modeling process correspond to the need for a
thorough and repeatable performance of model verification,validation, and testing that ultimately produces a model
that meets the model evaluation requirements. In connection with the need for the modeling process to support testa-
bility, modelers need to test their models throughout the model lifecycle to reduce the amount of effort that they waste
on models that contain errors.

The secondary requirements of adaptability and maintainability from the modeling process correspond to the need
for reusing existing models in the creation of new models that explain biological processes that the original modeling
effort did not envision. Finally, the other secondary requirement of portability from the modeling process corre-
sponds to the need for keeping the model representation independent of the modeling environment so that models are
transportable between modeling environments. As advancesin technology and high-performance computing render
existing modeling environments unsuitable for continued work, new modeling environments will arise.

Conical methodology

The conical methodology [100, 101, 102] is a modeling methodology that supports the identified requirements and
is sufficiently adaptable to capture both the original modeling process and a further revised modeling process that
contains new modeling activities. Balci [19] describes a model lifecycle compatible with the conical methodology that
includes verification, validation, and testing activities. The remainder of this section describes the conical methodology
using terminology from Balci [18], Overstreet [109], and Page [112].

The domain of applicability of the conical methodology is the production of large discrete event models. Although
the biological models in this dissertation are not discreteevent models, biological modelers use a similar model life-
cycle and construct similar kinds of model descriptions. The revised modeling process uses the conical methodology
to define terminology and to generalize the model descriptions in the original modeling process.

The conical methodology prescribes a top-down model definition phase and a bottom-up model specification phase.
The revised modeling process omits the model definition phase from the conical methodology. The revised modeling
process has a limited domain of applicability, which allowsmodeling tools that implement the revised modeling
process to predefine model constructs. The conical methodology ordinarily elicits a description of model objects and
attributes from the modeler during the model definition phase.

The conical methodology begins with a communicated problem. A ‘communicated problem’ is the most elemental
form of a problem that an individual or group wishes to solve.The communicated problem is a modeling problem
from a particular domain. In this dissertation, the domain of a problem is always biology.

The modeler then performs ‘problem formulation’, which is the process of restating the communicated problem so
that the problem is well-defined and amenable to specific action. The output of problem formulation is a ‘formulated
problem’, which permits a decision with regard to a viable method of solution. Next, the modeler investigates possible
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solution techniques with the aim of selecting a technique that has a high ratio of benefits to costs. Both the conical
methodology and revised modeling process assume that the proposed solution technique is simulation.

After proposing to solve the formulated problem using simulation, the modeler then defines the requirements
of the modeled system and the objectives of simulation. The remainder of the conical methodology is an iterative
process for model construction and testing. A successful application of the conical methodology results in a model
that decision makers find acceptable. The conical methodology does not explicitly terminate except in the case of
successful completion of a model. The revised modeling process refers to the system requirements and simulation
objectives as the ‘problem definition’. As Section 3.1 mentioned, both the original and revised modeling processes do
not include problem formulation as an explicit step. The revised modeling process assumes the existence of a problem
definition before the modeler begins using that modeling process.

After establishing the system requirements and simulationobjectives, the modeler formulates a conceptual model
that represents the system under study. A ‘conceptual model’ is a representation of a model that exists only in the mind
of the modeler. Page [112] describes a conceptual model in the conical methodology as likely incomplete, ambiguous,
and constantly in flux. Taking a slightly different approach, a conceptual model in the revised modeling process is
an instantaneous snapshot of a biological idea and hence notchanging. However, a biological modeler may consider
successively within a short time many different conceptualmodels to solve a modeling problem.

Only the conceiver of a conceptual model can work with or judge that model. Therefore, the modeler next realizes
the conceptual model into a form suitable for communicationto others. The ‘communicative model’ is a representation
of the model that other modelers can understand and that exists independently from the original modeler. Other
humans can compare a communicative model with the system requirements and simulation objectives, and perform
verification, validation, and testing on the model.

Following the conical methodology, the modeler next engages in programming, translating the specification of the
communicative model into a general-purpose or simulation programming language that a computer can compile and
execute. The output of programming is a ‘programmed model’ that codifies a selection of programming languages, a
specification of the execution environment, and an executable representation equivalent to the communicative model.

The revised modeling process diverges from the conical methodology at this point, eschewing the conventional
notion of programming. The target audience of the conical methodology is modeling and simulation specialists.
However, the target audiences of the original and revised modeling processes are experts in the field of biology, many
of whom are not comfortable with traditional programming methodology and practice. The revised modeling process
uses the more general term ‘executable model’ to distinguish that the executable specification of the model does not
necessarily come from programming. Chapter 4 describes theprocess of producing an executable model.

Judging the acceptability of a model with respect to the system requirements and simulation objectives requires
the design of model experiments. The modeler formulates a plan that extracts information from the model to draw
inferences. An ‘experimental model’ is an instrumented version of the executable specification that facilitates a par-
ticular plan of investigation. In the original and revised modeling processes, biological modelers use comparisons
between model output and historical laboratory data to drawinferences. The conical methodology is more general,
not assuming the use of a particular technique for model analysis.

The modeler then performs the plan of the experimental modelto produce experimental results. Although changes
to the execution environment can affect the experimental results, the revised modeling process assumes an abstracted
execution environment, with negligible differences between correct implementations. The conical methodology also
does not correct for this issue. After examining the experimental results, the modeler chooses to either accept the
model or continue changing the model. It is not clear from theconical methodology how the modeler makes this
decision. Supposing that the model is acceptable, the modeler then interprets the results and presents conclusions to
decision makers. The decision makers then propose action based on these results, although their decision may have no
relation to the validity of the model or its results [112].

The primary objectives of the conical methodology are correctness, testability, adaptability, reusability, and main-
tainability [103]. These primary objectives match well with the identified primary and secondary modeling process
requirements. The secondary modeling process requirementof portability is notably absent. It is necessary to instead
put the burden of portability on the modeling tools to isolate the modeler from the underlying representation that the
tools use for the models. Separating the model that the modeler sees in a user interface from the computer represen-
tation of the model allows modelers to move a developed modelfrom existing to future tools. This accomplishes the
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goal of protecting the modeler and developed model from changes in the computational environment.

3.3 Revised Modeling Process

Like the original modeling process, the revised modeling process assumes that the modeler previously defined the
modeling problem to solve. Figure 3.4 shows the revised modeling process starting from an identified problem. This
problem definition includes an analysis of modeling requirements, a plan for solving the modeling problem, and an
identification of the modeling objectives that are relevantfor decision makers. As with the original modeling process,
the revised modeling process is constructive.

Figure 3.4: A revised modeling process that combines the original modeling process with the conical methodology.
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The revised modeling process assumes that the tools that modelers employ to solve the modeling problem are
adaptable to the solution technique chosen as part of the problem definition. Restricting the revised modeling process
to the particular domain-specific group of problems that biological modeling encompasses justifies this assumption. A
primary driver during the development of the revised modeling process and associated modeling tools was the needs
of biological modelers who work on this class of problems.

The revised modeling process uses the same notation for describing stages as the original modeling process. The
location, scope, and frequency of model testing activitiesare the most significant differences between the original and
revised modeling processes. Modelers using the revised modeling process get immediate feedback about model errors
after transforming the model from one form to another. For errors that the modeling tools cannot detect automatically,
the modeling process can aid the identification of the sourceand type of error by more specifically pinpointing when
the modeler introduced the error. Localizing the source of amodel error reduces the amount of time that the modeler
spends diagnosing the problem.
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Increasing the specificity of error reporting should lead toa smaller average error-recovery time. Fault isolation is
one of the most difficult and time-consuming portions of the error-recovery process. Moreover, even though it is not
always possible for modeling tools to automatically detectthe source and location of an error, performing modeler-
defined diagnostics can determine that the modeler definitely introduced an error during the previous iteration of the
modeling process. Since iterations typically reflect a small change to the model, the modeler can search within a
limited set of possible sources for the error.

Terminology from the conical methodology appears in the revised modeling process. Table 3.4 summarizes the
connection between terminology in the conical methodologyand concepts in biological modeling.

Table 3.4: Connections between concepts in the conical methodology and biological modeling.

Modeling term Biological modeling examples

problem definition list of important experiments to replicate
conceptual model biological ideas
communicative model wiring diagram, mathematical equations, textual description
executable model ODE file, Matlab script, program code
experimental model time course plots, experimental observations from the literature
experimental results list of mutant strains that the model predicts correctly
accreditation peer review of scientific publications

3.3.1 Primary Stages of the Revised Modeling Process

Starting from the problem description, modelers begin their work by first developing model ideas that they believe
will satisfy the problem requirements. The revised modeling process extends the process of realizing and testing these
ideas from the original modeling process. The revised modeling process adds an additional primary stage, thecheck
stage, to the four primary stages of the original modeling process. The primary stages that the original and revised
modeling processes share have similar semantics between these two modeling processes. The newcheckstage uses
the outputs of several model evaluations to perform furtherdiagnostic checks on the model.

A more significant difference between the original and revised modeling processes is in the performance of error-
recovery activities. In the original modeling process, themodeler undertakes error-recovery activities after determining
the results of a model evaluation. Considerable time can pass between the introduction of an error and performing
model evaluation. Errors that the modeler introduced into the model long ago are harder to diagnose and recover
from than errors that the modeler introduced more recently.In the revised modeling process, the modeler undertakes
error-detection activities, and potentially error-recovery activities, subsequent to each primary stage.

design
−−−→

After coming up with an idea for a biological process, the modeler must first produce a model that other biologists can
understand. At the instant that the modeler conceives of an idea for a biological process, the model exists only in the
mind of the modeler. Thedesignstage is the process of taking that mentally held model, the conceptual model, and
producing a model that is accessible to other modelers, the communicative model.

In the original modeling process, the output of thedesignstage is a wiring diagram. Out of necessity, which the
typical lack of the required chemical reaction kinetics in the wiring diagram causes, a secondary output of thedesign
stage is a collection of chemical reaction equations and kinetic formulas that corresponds to the wiring diagram. In the
revised modeling process, the output of thedesignstage, the communicative model, is always the chemical reaction
equations and kinetic formulas that define the model.

Modelers can still make use of wiring diagrams, but the modeling process no longer requires the production of
a wiring diagram. A wiring diagram can also act as an intermediate product in the conversion from a conceptual
model to a communicative model. This change to the modeling process gives modeling software the freedom to
represent the model under development using chemical reaction equations directly. Modeling software might choose
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to use chemical reaction equations as the model representation because chemical reaction equations are typically more
amenable to computer manipulation than a graphical wiring diagram. Furthermore, modeling software can separately
target different user groups of modelers by offering various levels of user interface support for chemical reaction
equations versus wiring diagrams.

The choice between the textual form of chemical reaction equations and the graphical form of a wiring diagram is
similar to the divide between textual and graphical input inmany other application domains. Even though a modeling
tool may choose to use chemical reaction equations as the underlying representation for models, it is still possible for
the tool to record and display a wiring diagram to aid in the communication of the model.

The revised modeling process also includes testing activities in thedesignstage. Modeling tools can apply testing
activities while the modeler constructs the communicativemodel. These testing activities are the first indicators
of an error in model development. Modeling software at this stage can structurally test models, check models for
completeness, and check user input for validity. Table 3.5 shows a selection of testing activities for thedesignstage.

Table 3.5: Questions that testing activities can try to answer during thedesignstage.

• Is there a definition for every chemical species involved in achemical reaction?

• Is there a stoichiometric coefficient for every chemical species involved in a chemical reaction?

• Are there chemical reaction kinetics for every chemical reaction?

• Is there a definition for every parameter used in a kinetic formula?

• Are the open and closed systems in the model in correspondence with the conceptual design of the modeler?

• Do the dynamics of the model hold invariant those particularproperties chosen by the modeler?

• Do the conserved moieties in the model match the understanding of the chemical system held by the mod-
eler?

translate
−−−−−→

After creating a communicative model, the next step a modeler takes is to convert the model to an executable form.
The executable form, an executable model, includes a systemof differential equations, initial condition values, and
parameter values. In the original modeling process, the modeler needed only this information to produce time series
plots of the model. The simulation software and settings forthe simulation routines existed independently of the
model. However, the executable model incorporates information about the simulation software, simulator control
settings, and runtime environment as part of the model. Thisensures that the model continues to produce the same
output when someone other than the original modeler tries toevaluate the model.

In the original modeling process, the modeler translates from chemical reaction equations and kinetic formulas
to a system of differential equations by hand. As previous sections noted, manually performing the process in Sec-
tion 2.4 is both time-consuming and error-prone. Automating this translation process is desirable. A well-described
model contains all of the chemical reaction kinetics, initial condition values, and parameter values for automatic trans-
lation using modeling software. The modeler needs to tweak only the environmental information that describes the
simulation software, simulator control settings, and runtime environment.

Even though the revised modeling process automates many model translation activities, modeling software still
must verify that the executable model is complete, self-consistent, and tolerant of the numerical errors to which the
chosen simulation process is susceptible. Table 3.6 shows aselection of testing activities for thetranslate stage.

evaluate
−−−−→

The modeler next uses the executable model to perform a set ofsimulations for model evaluation. Model tests are
recorded experiments that apply controlled inputs to the model and measure the response of the model. Model tests
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Table 3.6: Questions that testing activities can try to answer during thetranslate stage.

• Is there an initial condition specified for every chemical species that the chemical system contains?

• Is there a value specified for every parameter that a kinetic formula uses?

• Can the input language of the simulation program represent the model kinetics?

• Does the model specification size exceed the capacity of the simulation program?

• Can the simulation program execute in the given runtime environment?

• Are the simulator control settings valid for the simulationprogram?

• Are the simulator control settings appropriate for the model?

• Do the dynamics of the model require tolerances beyond thosethat the simulation program can provide?

• Do the dynamics of the model exceed the storage or physical capacity of the simulation program?

• Does the model make physical assumptions that the simulation program violates?

give a pass or fail indication using the observed responses of the model. The term ‘failure’ for a model test indicates a
problem in the model rather than the model test.

Modelers select from several types of model tests accordingto their needs. The problem requirements and sim-
ulation objectives from problem formulation are a significant source of model tests. Although the revised modeling
process does not detail the steps of problem formulation, the discovery of model tests is another reason for modelers
to thoroughly consider the biological problem before starting modeling work. The modeler needs to check each of
the originally stated requirements and objectives againstthe proposed model. Additionally, biological modelers draw
many model tests from the historically observed data that experimental laboratories produce and publications curate.
Another significant source of model tests for use with model evaluation is a collection of logically-designed ‘reality
checks’ that examine the model responses for reasonableness. A reality check subjects the model to experimental
conditions for which the modeler can intuitively predict anoutcome.

Collectively, the model tests, the model test plan organizing the model tests, and the information required to
perform the model test plan form the experimental model. Verification, validation, and testing activities on the experi-
mental model take up a significant portion of the model development time. Entering the problem definition once and
only once, and automating the testing process from previousiterative cycles of the modeling process are important
techniques for reducing model development time. Furthermore, repetitive procedures in model testing can lead to
errors by conditioning the modeler to omit model tests that were frequently, or seemingly always, correct in previous
trials. Modelers can miss important indicators of an error that they introduced into the model if they do not perform
the test designed to detect that kind of model error. Modeling tools should automate the performance of model tests to
relieve the modeler of this responsibility and reduce the number of errors that go undetected [21].

An additional factor that modeling software should consider is provision for independent execution of the model
test plan to prevent modeler bias in the testing process. Independent verification and validation is the performance of
verification and validation activities by someone other than the model developer. Arthur and Nance [14] emphatically
conclude that independent verification and validation is animportant technique for mitigating risk in model develop-
ment. Additionally, it is reasonable to expect that incorporating independence into the modeling process improves
model quality and operational correctness.

Verification and validation of the experimental model primarily focuses on checking that the experimental model
proposes a feasible test plan, thoroughly describes the test plan, and that the model tests comprehensively evaluate
the performance of the proposed model. Testing activities in theevaluatestage check that the modeler configured the
experimental model correctly, not that the biological model itself is correct. The revised modeling process does not
require a correct biological model before performing verification or validation activities. Table 3.7 shows a selection
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of testing activities for theevaluatestage.

Table 3.7: Questions that testing activities can try to answer during theevaluatestage.

• Are there tests that evaluate the proposed model against allof the known historical data?

• Are there tests that check the proposed model against the originally stated problem requirements?

• Are there tests that ensure that the proposed model meets allof the originally stated simulation objectives?

• Does the executable model capture necessary model results during testing?

• Does each test have the information that a modeler needs for execution and analysis?

• Is there a defined procedure for transforming the model output during evaluation?

• Is there a defined procedure for comparing the model output tothe recorded test data?

• Is there a schedule such that performing model evaluation with the test plan is feasible?

• Does the model test plan record all of the information that a modeler needs to run the tests so that someone
independent of the original modeler can evaluate the model?

check
−−−→

Decision makers can still reject a model that passes the tests for the problem requirements and modeling objectives
stated during problem formulation. The tests that the modeler performed on the experimental model may not have been
sufficient to thoroughly evaluate the compliance of the proposed model with respect to the problem requirements and
modeling objectives. Ideally, the testing process would detect this error of insufficient model testing in theevaluate
stage so that modeler does not waste time fine-tuning a model that the modeling tool is not evaluating adequately.
During theevaluateandcheck stages, modeling tools should flag gaps in the evaluation record so that the modeler
can review the evaluation process. However, automated testing cannot detect whether the techniques that the modeler
applied during model evaluation are adequate to correctly identify errors in the proposed model.

Excluding the presence of errors in the evaluation procedure, there are two common reasons in the biological
domain for why decision makers reject a model that passes allof its tests:

• the proposed model is insufficiently based on established biological processes,

• or the proposed model is not significantly better than an existing, simpler model.

Thecheckstage works to address both of these issues.
Comparing the proposed model against accepted models that represent similar processes is useful as a test that

established biological processes underlay the proposed model. The modeler uses accepted models as a baseline for
determining how the proposed model should respond to simple, controlled inputs. By generating results from the
accepted models, the modeler creates a plausible substitute for historical data and can compare the results with the
output of the proposed model under similar conditions. It isfrequently not possible to test the full fidelity of the
proposed model against existing, accepted models because it is rarely feasible to locate an existing model for each
of the problem requirements and modeling objectives. The modeler cannot give the accepted models inputs that are
outside the domain of their accreditation and expect to produce meaningful results.

A collection of existing models for a system is useful when testing whether the proposed model is a significant
improvement. The modeler should perform a statistical analysis of ranking and selection between the proposed model
and the existing models. Using the model tests for evaluation given in the model test plan, the modeler scores each
of the models, and chooses a best model based upon the resultsof the evaluation. Ranking and selection does not
always result in the identification of a single best model. When this occurs, the output is a collection of best models
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with similar performance characteristics. Both the technique of ranking and selection and the technique of generating
plausible data from accepted models test the proposed modelagainst other models of biological systems [139].

Since the modeler drives thecheck stage primarily by exploring the results of previous model verification, vali-
dation, and testing activities, there are comparatively few automated tests that modeling software can perform during
this stage. The automated tests focus on the past thoroughness for model validation, verification, and testing and on
the materials that the modeler produced for use during modelaccreditation. Table 3.8 shows a selection of testing
activities for thecheckstage.

Table 3.8: Questions that testing activities can try to answer during thecheckstage.

• Is there a record of the performance of the model tests from previous stages?

• Is there a record of the model transformations from previousstages?

• Has the reviewer of the model indicated that the model acceptably satisfies the originally-stated problem
requirements?

• Has the reviewer of the model indicated that the model acceptably fulfills the originally-stated modeling
objectives?

accept
−−−→

Theacceptstage remains relatively unchanged from the original modeling process. The preparations in theaccept
stage correspond to the process of creating documentation and presentations that show that the model is sufficiently
accurate for its intended purpose [19]. This documentationplays an important role in model acceptance. The stake-
holders of the model, the individuals and groups that have funded the model or have vested interest in its construction,
will review the model and documentation to determine if the modeler successfully fulfilled the modeling objectives.
Other modelers can use this documentation to improve their understanding of the model and make better use of the
developed model in their work.

It is important to emphasize that the intended purpose of themodel dictates the required accuracy of the model.
Models that are not operationally correct within the tolerances set by the modeling problem description obviously can-
not fully satisfy their intended purpose. However, models that are operationally correct but include details unnecessary
for the modeling objectives may also fail the model acceptance process. Overly-detailed models typically are more
expensive to produce, slower to execute, more fragile to changes, and more complex to explain. Parsimony in building
models is a significant aid to model acceptance.

3.3.2 Secondary Stages of the Revised Modeling Process

The revised modeling process considerably augments the testing phases in comparison with the original modeling
process. At every stage in the revised modeling process thatcreates or transforms a recorded model description, there
are tests that check that the model is still valid. Additionally, the results of model testing more specifically point to
causes of errors and direct the modeler to an appropriate stage for correcting the error. In many cases, modelers spot
errors before they leave the stage in which they created the error. Previously, the modeler would not detect the error
until performing model evaluation. This lowers the cost of correcting the error by alleviating the need to do extensive
debugging to localize faults.

test
−−→

The test stages located throughout the revised modeling process represent verification, validation, and testing activ-
ities that take place concurrently with model development.Each primary stage description for the revised modeling
process gave examples of procedures that exercise the proposed model that modeling software can perform during test
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stages. Model tests operate concurrently with modeling tool use and indicate that the modeler entered an error into the
modeling tool or that the modeling tool incorrectly transformed the model. If a modeler finds an error using a model
test and corrects the error before leaving that stage, then the error does not propagate to other stages of the modeling
process. Immediate detection of errors reduces the time that modelers spend correcting errors and reduces unnecessary
switching between modeling tools.

Continuous verification is especially important when the modeler has experimental data for model evaluation with
limited quantity or quality. The modeler is less likely to detect errors in the model by automated means during model
evaluation when there is a limited pool of experimental data. Instead, the modeler must spend more time evaluating
the model by hand during each iteration of the modeling process. By expending some effort to perform continuous
verification, the revised modeling process in return reduces the amount of work that the modeler expends performing
model evaluation without increasing the chance of model errors going undetected.

repair
−−−→

Therepair stage consists of activities that modelers perform after model verification indicates that they introduced an
error while transforming the model. Model repair should occur less frequently with the revised modeling process than
with the original modeling process. Automating the model transformation process eliminates many sources of model
error. Model tests immediately detect some of the remainingerrors that modeling tools introduce while transforming
the model. Errors that a model test detects and that modelersfix before leaving the stage in which they introduced the
error do not trigger the occurrence of arepair stage. Therepair stage in the revised modeling process includes the
activities of both therepair andrefit stages in the original modeling process. In Chapter 4, an implementation of the
revised modeling process once again separates these activities.

redesign
−−−−→

The redesignstage consists of activities that parallel therepair stage. Model redesign consists of the correction of
errors that the modeler detected during model validation. Modelers choose to redesign a model when they believe that
the basic conceptual model is correct but that they introduced errors while creating the communicative model. If the
conceptual model contains an error, then the modeler must restart the model development process rather than trying to
tweak the implementation.

restart
−−−→

Restarting the model development process for a model that the modeler has given up on has not changed from the
original modeling process. In the revised modeling process, therestart stage is an alternative that the modeler uses
when it is inevitable that decision makers will reject the model during accreditation. Choosing to restart the model
development process instead of spending the time preparingand documenting the model for accreditation is cost-
effective when successful accreditation is unlikely.

reject
−−−→

Thereject stage is a new counterpart to theacceptstage in the original modeling process. A proposed model canpass
all of the tests for model evaluation, and appear to fulfill all of the problem requirements and modeling objectives, but
decision makers might still reject the model. The descriptions of thecheckandacceptstages discussed some reasons
why decision makers reject seemingly suitable biological models.

Models that decision makers reject often need careful revision to make the model acceptable. Since model devel-
opment has significant cost, rejecting a valid model is a considerable expense. Therefore, decision makers tend not to
reject models unless they consider the model to have fundamental flaws that need correction. Thereject stage leads
back to an examination, and potentially modification, of theconceptual model. After decision makers reject a model,
the modeler must propose a new design for the biological process.
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Chapter 4

JigCell Modeling Environment

JigCell is a suite of applications, programming libraries,and utility programs that forms a computational environment
for biological modeling. JigCell focuses on the production, execution, and analysis of models of biochemical reaction
networks. The three applications in JigCell that correspond to these modeling activities are the JigCell Model Builder,
Run Manager, and Comparator. Figure 4.1 shows the user workflow in JigCell, which corresponds closely with
the revised modeling process that Section 3.3 described. The revised modeling process introduced several forms of
biological and mathematical models, including the communicative, executable, and experimental model forms. Each
form of the model has a corresponding application in JigCell. Like the original and revised modeling processes, JigCell
does not attempt to deal with problem formulation.

The focus on biochemical reaction networks in JigCell does not exclude the use of JigCell for other types of model-
ing. The basic units of models in JigCell are chemical reactions rather than biochemical reaction networks. A modeler
working on a chemical reaction model could still make use of JigCell even though there is no biological application
for the problem. However, the modeling terminology that JigCell uses might not correspond to the modeling termi-
nology that a non-biological modeler would expect. Non-biological modelers must mentally translate the modeling
terminology in JigCell to the terminology that their domaintypically uses. During the development of JigCell, there
was no concerted effort to generalize the modeling terminology that appears in the application user interfaces.

The goal of JigCell is to support users who are domain expertsin biology and other related fields but who do
not have significant experience in formal modeling. To this end, JigCell acts both as a computational environment in
which biological modelers work and a research environment in which computer science researchers study how biolog-
ical modelers build models. The design of JigCell does not come from any existing, general-purpose computational
environment. During the development of JigCell, biologists and biological modelers were able to access the software
for testing. In addition to reporting errors in the applications, these early users of JigCell gave feedback about new
features that JigCell could implement and suggestions for development priorities.

JigCell incorporates off-the-shelf components, such as numerical libraries, visualization tools, and communica-
tions protocols, when quality implementations of such components exist. In many cases, this approach was not a
significant drawback to the development or use of JigCell. The creation of domain-specific support occupied the
majority of development work. The time spent building modeling infrastructure was small in comparison.

Primarily, the problems with using off-the-shelf components came from the determination of whether a particular
component is a ‘quality implementation’. The use of off-the-shelf components led to significant dependencies from
JigCell to these components. Failures and errors in the dependent components disrupted the development of JigCell.
Additionally, the off-the-shelf components were not sufficiently transparent to the end user. Some of the components
had difficult requirements for installation or use. These requirements affected the user experience of JigCell negatively.
JigCell was not able to directly remediate these problems because maintenance of the components was outside the
scope of the project. Eventually, JigCell discontinued theuse of these problematic components to improve the user
experience. Section 7.2 and the sections that describe the major JigCell applications contain more details and historical
notes about these experiences with incorporating off-the-shelf components into a computational environment.

The focus of this chapter is to introduce the JigCell modeling environment and detail some of the features that the
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Figure 4.1: User workflow that demonstrates the relationship between the JigCell applications and the revised model-
ing process.
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JigCell applications provide in support of biological modeling. The remainder of the chapter describes how JigCell
supports biological software developers and where JigCellis amenable to future extension. JigCell is a demonstration
that the revised modeling process of Section 3.3 is possibleto implement and provides a way of measuring the effec-
tiveness and impact of the revised modeling process on real biological problems. Later chapters continue to examine
this issue by actually measuring how closely JigCell alignswith the revised modeling process and how effectively
JigCell supports biological modeling.

The present chapter starts with an overview of JigCell and examines how JigCell functions as a computational
environment. Section 4.1 describes two types of computational environments, modeling support environments and
problem-solving environments, and considers how well JigCell supports the principles of both. Next, there are sep-
arate sections that discuss the Model Builder, Run Manager,and Comparator applications in JigCell. Section 4.5
introduces the remaining pieces of JigCell, consisting primarily of the simulators, programming libraries that sup-
port the applications, and utility programs. Finally, Section 4.6 discusses several related applications for biological
modeling that are not yet a part of JigCell.
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4.1 Modeling Environments

Although the term ‘computational environment’ applies to JigCell in a generic sense, a more specific and applicable
term is ‘modeling support environment’. A modeling supportenvironment is an integrated computational environment
that enhances the productivity of the user for modeling and simulation tasks [27, 90]. Modeling support environments
provide several key modeling tools, including tools for specifying models, translating models between different forms,
executing models, and analyzing models. Note that the majorapplications of JigCell closely correspond to the basic
tools of a modeling support environment. JigCell does not include a dedicated tool for model translation. Instead,
JigCell invisibly supplies this function of a modeling support environment as part of the tool integration effort instead
of making model translation an explicit tool that the user invokes. When the modeler using JigCell specifies a product
that another tool in JigCell created, the current tool translates the model automatically.

The idea of building an integrated computational environment for modeling and simulation is not new. Early exam-
ples of proposed modeling simulation environments includethose by Henrikson [66] and Standridge and Walker [129].
In the area of biological modeling, the widespread introduction of modeling support environments is more recent. Sec-
tion 3.2 listed several modeling support environments for biological modeling, most of which are less than five years
old. Many of the early tools for biological modeling were simulation tools, with little or no capability for model cre-
ation or analysis. Numerical simulation is probably the area of biological modeling that is most amenable to computer
automation. Additionally, numerical simulation is also likely the area of biological modeling for which an expert
modeler first requires computer automation.

An expert modeler can construct the regulating differential equations for a modestly sized model and, with dif-
ficulty, interpret the numerical output. However, finding a numerical solution to a system of differential equations
rapidly becomes unfeasible even for an expert modeler with amodestly sized model. Moreover, efficiently computing
a solution to a system of differential equations requires detailed mathematical and computational knowledge. It is
therefore natural that the early tools for biological modeling centered on the simulation of models.

Several factors spurred the development of modeling support environments for biological modeling. Using the
modeling perspectives dimensions of Balmer [26], the key factors that spurred the development of modeling support
environments were the transitions

• from specialist computational modelers to end users,

• from small models to large models,

• and from simple decisions about well-defined problems to complex decisions about ill-defined problems.

An ever-increasing number of biologists build biological models. Although an expert modeler might successfully
build a model with only limited tool support, novice modelers require more affordances and a better user experience.
Most standalone simulation programs only accept models in the form of a system of differential-algebraic equations.
Modelers often start with only a sketch of a biochemical reaction network. As Section 3.1 described, novice modelers
particularly benefit from computer assistance in the translation of models. Modeling tools require integration to support
the automatic translation of models between various forms.

As models became larger, the process of building and definingthose models became more difficult. Large models
have complex interactions in their definition and the difficulties of working with such models generally scale non-
linearly. Section 2.4 described some of these problems. Hence, the need for model creation tools increased.
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Finally, increasing computational assistance changed themost-pressing problems for biological modelers. The
problem that numerical integrators solve is ‘What is a solution vector for this set of differential equations?’. A math-
ematician can construct a precise definition of this problemfor many biological models. After improvements in
computation reasonably solved the problem of finding a solution vector for this class of models, the next clear prob-
lem to solve is ‘Does this solution vector reasonably approximate the experimental observations?’. The new problem
of judging the quality of a solution is more ambiguous and leads to the need for model analysis.

Problem-solving environments

Problem-solving environments are another specializationof the concept of a computational environment [117]. This
dissertation considers problem-solving environments where the identified problem is the construction, execution, and
analysis of a biological model. Problem-solving environments provide integrated access to a selected collection of
tools [115, 137], much like a modeling support environment.However, a problem-solving environment goes further
by encompassing several computational aspects that a typical modeling support environment lacks.

Problem-solving environments often focus on problems withintegrated and interdisciplinary components. For
this reason, problem-solving environments must often specialize for multiple classes of domain users and provide
separate tools for each of these classes. In contrast, a modeling support environment typically incorporates tools that
specialize to a single, particular class of domain users. Itis often easier to customize a modeling support environment
by changing the selection of tools to suit the needs of an individual user than to create a modeling support environment
that meets the needs of disparate classes of users.

Another difference between problem-solving environmentsand the typical modeling support environment is that
problem-solving environments often contain greater support for remote, distributed, and supercomputing resources.
An increasing number of scientific computing problems, including biological modeling, require resources in excess
of those available with a typical personal computer. Problem-solving environments recognize this need for high-
performance computing resources by integrating easy and transparent access to external computational resources.

JigCell is not yet a problem-solving environment. JigCell heavily specializes to the domain of biological mod-
eling. In particular, JigCell uses terminology that biologists find comfortable but that other domain experts, such as
chemists or physicists, may not recognize. Although JigCell previously attempted to provide access to remote compu-
tational resources, the current applications in JigCell generally do not access computational resources apart from those
available on the local machine of the end user. Users of JigCell perform tasks that generally do not require extensive
computational resources.

JigCell will require greater access to computational resources in the future. Parameter estimation, which Sec-
tion 4.6 describes as an alternative to parameter twiddling, is resource-intensive. JigCell must provide access to
high-performance computing resources before parameter estimation becomes feasible for many biological problems.

4.2 JigCell Model Builder

The JigCell Model Builder is responsible for creating and editing the communicative model. Marc Vass created the
original JigCell Model Builder in 2001 [135]; Nicholas Allen and Ranjit Randhawa created a new program with the
same name in 2005. As in the revised modeling process, the communicative model is a translation of the conceptual
model that the modeler has in mind. Hereafter, this dissertation commonly uses the term ‘model’ synonymously with
the communicative models that the Model Builder creates. The basic elements of models in JigCell are chemical
reactions, which the Model Builder presents in a manner similar to the chemical reactions in Chapter 2.

The Model Builder records models using the Systems Biology Markup Language (SBML) [71, 72]. SBML is
rapidly becoming a standardized interchange language among the systems biology community. Currently, the Model
Builder supports reading and writing models with SBML Level2 Version 1 [54]. However, the Model Builder does
not know about the syntactic or semantic rules of SBML. Instead, the Model Builder uses an SBML parsing library
that can convert between SBML and an object-oriented representation of a model. Section 4.5 describes this SBML
parsing library in more detail. The choice of SBML for representing models influences other portions of the Model
Builder. Inside the Model Builder, the storage of the model reflects the structures that SBML uses to organize a model.
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The Model Builder has multiple user interface screens, one screen for each major component of the model, that appear
in separate tab windows. These components correspond to themodel structures of SBML.

Chemical reactions

User interface screens in the Model Builder use a spreadsheet metaphor to present information. Figure 4.2 shows
a collection of chemical reactions in the ‘Reactions’ spreadsheet of the JigCell Model Builder. The spreadsheet
interface organizes information in a straightforward manner. For example, in the ‘Reactions’ spreadsheet, each row
of the spreadsheet represents a distinct chemical reaction. These chemical reactions are all irreversible. The Model
Builder requires that a modeler enter a reversible chemicalreaction as two separation reactions. The other tabs in the
Model Builder user interface similarly place one distinct element of the model on each row of their spreadsheet.

Figure 4.2: Chemical reactions in the JigCell Model Builderfrom theXenopus laevismodel in Chapter 3.

Each column in the ‘Reactions’ spreadsheet represents a piece of information about the chemical reactions. For
example, the first column in the chemical reaction spreadsheet contains a descriptive name for the reaction and the
second column in the spreadsheet contains the chemical reaction equation. The chemical reaction kinetic formula is
split among the ‘Type’, ‘Equation’, and ‘Parameters & Modifiers’ columns.

To use a previously defined kinetic formula, the modeler chooses the name of that kinetic formula in the ‘Type’
column. An equation for the general form of that kinetic formula appears in the ‘Equation’ column, and the modeler
can specify values for the parameters in the equation using the ‘Parameters & Modifiers’ column. The Model Builder
automatically defines the Michaelis-Menten kinetic formula and mass action kinetic formulas for any number of re-
actants. The modeler can define additional kinetic formulasfor use in the Model Builder by going to the ‘Functions’
spreadsheet, entering an equation for the kinetic formula,and giving that kinetic formula a name.

If the modeler does not want to use a previously defined kinetic formula, then the modeler can specify an arbitrary
equation for the kinetic formula of a chemical reaction. To enter an arbitrary equation, the modeler chooses the local
rate law option in the ‘Type’ column instead of specifying one of the existing kinetic formulas. After the modeler
specifies that the rate law is a local rate law, the ‘Equation’column becomes editable for that chemical reaction and
the modeler can type an arbitrary equation for the kinetic formula. Giving a local rate law for a chemical reaction
disables the ‘Parameters & Modifiers’ column, which this method for specifying the kinetic formula does not need.

Currently, reuse of previously defined kinetic formulas is all that the Model Builder supports in terms of model
reuse. The SBML standardization effort has not yet defined any mechanism for including sub-models as either black-
box or white-box components inside of a larger model. The Model Builder would have to overcome several difficult,
technical issues to support a more powerful mechanism for model composition. In particular, modelers do not agree
on the names to provide for elements of the model, such as chemical reactions and species. Unless there is some
standardization for the names of model elements, the Model Builder would require a tedious ‘identification’ phase
where the modeler must equate the elements of separate models by hand.

The other tabs in the Model Builder user interface similarlypresent a piece of the model using a spreadsheet
metaphor. As the previous text mentioned, the ‘Functions’ spreadsheet is where the modeler defines and names equa-
tions for use in other parts of the model. The ‘Units’ spreadsheet allows the modeler to define units of measurement
that apply to the numerical values that the modeler enters inthe Model Builder. Figure 4.3 shows the ‘Equations’
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spreadsheet that summarizes in a single screen the differential and algebraic equations from throughout the model. The
Model Builder constructs this summary system of differential-algebraic equations using the process that Section 2.4
described. Although there is no guarantee that the simulator uses the same set of differential-algebraic equations when
executing the model, the modeler can expect that the simulator uses an equivalent system.

Figure 4.3: Differential and algebraic equations in the JigCell Model Builder for theXenopus laevismodel in Chap-
ter 3.

4.2.1 Specifying Model Variables

The ‘Compartments’ spreadsheet organizes the cellular compartments in the model. Each compartment has an initial
size, unit of measurement, and topological properties, such as the dimension of the enclosed space and a reference
to the enclosing compartment. In every new model, the Model Builder creates by default a single compartment with
unit volume named ‘Cell’. Compartments are the only form of spatial organization in SBML and consequently the
Model Builder. The Model Builder cannot represent models that contain spatially dependent equations. Moreover, the
number, dimensionality, and topology of compartments cannot change during simulation. Although several individuals
proposed schemes for the inclusion of spatial modeling, SBML has not to date accepted these proposals.

Note that entering an initial size for a compartment is optional. If the modeler chooses not to give an initial size
for a compartment in the model, it is still possible to define an initial size for that compartment later using the Run
Manager. The next section describes the Run Manager in detail. However, if the modeler does not give an initial size
for a compartment in both the Model Builder or Run Manager, then the model is not simulatable.

The ‘Species’ and ‘Parameters’ spreadsheets allow the modeler to define chemical species and kinetic rate con-
stants. The modeler typically does not need to add additional chemical species or parameters to the model. The Model
Builder automatically creates appropriate chemical species and parameters from the context when the modeler enters
a chemical reaction equation or kinetic formula. Figure 4.4shows the layout of the ‘Parameters’ spreadsheet in the
Model Builder. The tabs for editing species and compartments are similar to Figure 4.4 but have more options due to
the greater detail with which SBML describes these model elements.

Figure 4.4: Parameters in the JigCell Model Builder for theXenopus laevismodel in Chapter 3.
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SBML requires that every chemical species reside inside some compartment of the model. By default, the Model
Builder places newly declared chemical species inside the ‘Cell’ compartment, if that compartment exists. The modeler
later can reorganize the model by changing the compartment for a chemical species.

As with compartments, chemical species and parameters havean initial value, units of measurement, and topo-
logical properties. Additionally, the modeler does not have to give initial values for a chemical species or parameter
in the model, but can defer that decision until using the Run Manager. When a conservation relation eliminates a
chemical species, as Section 2.4.2 described, the Model Builder blocks the modeler from entering an initial value for
that chemical species to prevent the construction of an inconsistent model.

4.2.2 Controlling Model Variables

The ‘Rules’ spreadsheet allows the modeler to specify differential and algebraic constraints. These constraints are
separate from the biochemical reaction network and the chemical reactions do not reflect the constraints. SBML
supports three types of rule-based constraints. Differential rules allow the modeler to specify a differential equation
for a chemical species, parameter, or compartment size. Assignment rules allow the modeler to directly specify an
explicit function for the value of a chemical species, parameter, or compartment size.

The most complicated type of rule that SBML supports is the algebraic rule. Algebraic rules allow the modeler
to specify an implicit function for the value of a chemical species, parameter, or compartment size. Since there is no
analytical method for solving the general implicit functions that a modeler can enter, the numerical integrator must
approximate a solution for the algebraic rule starting froma guessed point. Unlike a differential or assignment rule,
an algebraic rule does not specify which variable the rule defines. Instead, the numerical integrator must infer an
appropriate variable for the rule.

The Model Builder currently uses algebraic rules to specifythe conservation relations in the model. It seems likely
that this approach will require modification in the future. Although algebraic rules are more general than assignment
rules, expressing conservation relations does not requirethis power. Numerical integrators are more likely to support
the use of assignment rules than algebraic rules, which means that expressing conservation relations using assignment
rules is the more portable approach. Figure 4.5 shows the ‘Rules’ spreadsheet of the Model Builder, including several
algebraic rules that are due to conservation relations. It is not difficult to rewrite each of these conservation relations
using assignment rules instead of algebraic rules.

Figure 4.5: Algebraic and assignment rules in the JigCell Model Builder for theXenopus laevismodel in Chapter 3.

The ‘Conservation Relations’ spreadsheet is where the modeler can view the conservation relations that the Model
Builder detected in the biochemical reaction network. If desired, the modeler can propose a new set of conservation
relations to use instead. The Model Builder uses the algorithm for calculating conservation relations that Section 2.4.2
described. Like many of the computations described in this section, the SBML library that the Model Builder rests
upon contains the implementation of the algorithm that determines conservation relation. When the modeler proposes
an alternative set of conservation relations, the Model Builder checks this set using another algorithm located in the
SBML library. Section 4.5 describes in more detail the algorithm for validating a set of conservation relations that the
modeler supplies. Additionally, the modeler can choose a different dependent species whose differential equation the
conservation relation eliminates and a different name for the parameter that represents the conserved total.



www.manaraa.com

50 CHAPTER 4. JIGCELL MODELING ENVIRONMENT

Finally, the ‘Events’ spreadsheet allows the modeler to specify discrete events that occur during the numerical
integration process. A discrete event consists of a ‘trigger condition’, a boolean expression, and a list of assignments
that take place when the trigger condition becomes true. An assignment modifies the value of a model variable
according to a formula that the modeler specifies. Additionally, a discrete event can have a time delay, which is the
amount of time that the numerical integrator should wait after the discrete event occurs before applying the event
assignments. The numerical integrator applies the assignments for a delayed event at the specified time regardless of
the behavior of the continuous model or execution of events that occur in the meantime.

Many numerical integrators do not support discrete events because it is difficult to detect when the trigger condition
occurs. A trigger condition is a function of the model variables and evaluates to a boolean expression. The event
occurs at the instant when the trigger condition changes from false to true. There is no analogous event when the
trigger condition changes from true to false and no event canoccur at the start of simulation. A simulation program
must convert the trigger condition to a numerical expression and use a root-finding procedure to detect when the trigger
condition occurs. After the numerical integrator applies event assignments, it must destroy any recorded evaluation
history. The application of event assignments causes a discontinuous change to the model and invalidates any local
functional approximation that the numerical integrator created from previous time steps.

4.3 JigCell Run Manager

The JigCell Run Manager is responsible for creating and editing the executable model. Marc Vass created the original
JigCell Run Manager in 2001 [135]; Nicholas Allen created a new program with the same name in 2005. An executable
model consists of a collection of experimental configurations, or ‘runs’, that the Run Manager can apply to an existing
model. The term experimental configuration comes from the common use of a modeler wanting to modify a model to
replicate an existing laboratory experiment. However, theword ‘experiment’ in the term ‘experimental configuration’
can cause confusion as JigCell works with many other aspectsof experiments, such as experimental data. Therefore,
the Run Manager uses the term ‘run’ as a replacement.

As Section 3.3 described for an executable model, the definition of a run includes a reference to a model and
information for constructing the execution environment ofa numerical integrator. The Run Manager uses the commu-
nicative models that the Model Builder previously created and stored in SBML. As SBML is a standardized language,
the Run Manager can also use model files that other model editing software tools create.

The Simulator API, a generic interface for communicating with simulation programs that generate time-course
data, hides the execution environment from the numerical integrator. The Run Manager records only an identifying
token for the simulation program and the control settings for the numerical integrator that the modeler desires to use
with the model. Section 4.5 describes the Simulator API in more detail.

Like the Model Builder, the Run Manager is not directly responsible for reading and writing the data that the
modeler edits. There is a standalone library for reading, writing, manipulating, and executing runs, which Section 4.5
describes. The Run Manager produces two data files for each logical run file. A basal file contains a collection of
values for chemical species, parameters, and compartment sizes that override the corresponding values in the model.
A run file defines an ensemble of runs in terms of changes that apply to the settings in the basal file. Since the run file
contains most of the information for a run, it is common to reuse the term ‘run file’ to mean the entire collection of
information that makes up an ensemble of runs.

Ensemble of runs

The Run Manager uses a spreadsheet metaphor to organize data, similar to the organization of data in the Model
Builder. Figure 4.6 shows the main ‘Runs’ tab of the Run Manager, which organizes the ensemble of runs. There is
a field at the top of the ‘Runs’ tab for the modeler to specify a model file. The Run Manager uses a single model for
all of the runs in a run file. The run file does not duplicate the storage of a model. There is a reference to a model file
inside the run file, and the Run Manager retrieves the model from the specified file each time there is a need for the
model definition.



www.manaraa.com

4.3. JIGCELL RUN MANAGER 51

Figure 4.6: Ensemble of runs in the JigCell Run Manager for theXenopus laevismodel in Chapter 3.

At the bottom of the ‘Runs’ tab, there is the ensemble of runs,with one run on each line of the spreadsheet. Each
run has a name, description, and a set of changes. A change is amodification to the value of one of the chemical
species, parameters, or compartment sizes in the model. Unlike the Model Builder, which only supports initializing
model variables with numbers, the modeler can specify an equation for the changes in the Run Manager. The equation
can use any of the variables in the model, and the numerical integrator evaluates the equation with respect to the
settings in the basal file before simulation.

The modeler can then organize runs into a hierarchy using theparent system. A run inherits changes from its
parent runs. A run has multiple parents in an ordered list, and each parent applies its changes in that order. Thus, if
the hierarchy contains multiple runs that change a particular model variable, the last change to the model variable is
the one that the numerical integrator receives. The run applies its changes after all of its parent changes.

The hierarchy of runs allows the modeler to describe inheritance. There are many situations where the modeler can
use inheritance to avoid redundantly inputting information about the experimental conditions for a run. For example,
a common task for a run file is to describe a collection of mutant strains for a particular model. The model by itself
represents the wildtype, or normal, version of the organism. A mutant strain changes model variables according to the
addition, deletion, or modification of various genes. The modeler may have many runs that represent mutant strains
that change a single gene. Then, the modeler wants to create arun that represents a mutant strain that changes two
genes at the same time. If both of the single gene changes havea run, then the modeler can simply create a new run
that inherits from the appropriate two runs.

Using inheritance reduces the likelihood of having two, differing definitions of the same experimental condition by
eliminating the need for the modeler to enter a particular experimental condition more than once. Additionally, when
the modeler needs to modify one of the experimental conditions, those modifications propagate down to all of the runs
that inherit that change. This makes updating a run file with anew model or new experimental conditions easier. Later,
this section shows how the modeler chooses the simulation program and default simulator control settings.

The final column in the ‘Runs’ spreadsheet of the Run Manager is the ‘Simulator Settings’ column. The ‘Simulator
Settings’ column allows the modeler to specify changes to the control settings of the numerical integrator that apply
only to that particular run. However, the modeler cannot specify different simulation programs for different runs in a
run file. All of the runs in a run file must use the same numericalintegrator.

Basal settings

The ‘Basal Settings’ tab is where the modeler enters a default value for each chemical species, parameter, and com-
partment size in the model. Unlike the experimental condition changes in a run, a basal setting is a numeric value
rather than a formula. Preventing the use of formulas in basal settings simplifies the evaluation of changes in a run
by the simulation program. Moreover, restricting the basalsettings to numeric values matches the restriction when
initializing model variables in SBML. Thus, it is possible to substitute basal settings back into an SBML file.

Figure 4.7 shows the basal settings for the run file of Figure 4.6. At the top of the tab there is a field for the
modeler to specify where the Run Manager should store the basal settings. Modelers typically have many basal files
that they can associate with the model. For example, the process of parameter twiddling is likely to generate many
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different basal guesses before the modeler is happy with howthe model performs. If the run file directly stored the
basal settings, then the modeler would have to edit the run file every time they made a new guess for the basal settings.
Since it is likely that the modeler will later discover that the new guess for the model variables is not very good, the
modeler will then want to revert to a previous guess for the model variables.

Figure 4.7: Basal settings for the chemical species, parameters, and compartment sizes in the JigCell Run Manager
for theXenopus laevismodel in Chapter 3.

Reverting to a previous guess seems to require that the modeler make backup copies of the run file, duplicating
the ensemble of runs in each copy. There is now a great chance that the modeler will inadvertently edit the definition
of a run without making the same change to every copy of the runfile. This causes a difficult-to-detect inconsistency.
Having the run file reference an external basal set file solvesthis problem. The modeler can switch between multiple
collections of basal settings without modifying the ensemble of runs.

The Run Manager devotes the remainder of the ‘Basal Settings’ tab to the editing of basal settings. Initially, the
Run Manager does not know what variables the model contains.The modeler first must either specify an existing basal
set file for the Run Manager to use or import a collection of basal settings from the model.

Since few programs currently exist that can create basal setfiles, and creating a basal set file manually is tedious,
modelers typically import the basal settings from the model. Importing the basal settings from the model copies the
initial conditions of chemical species, the numeric valuesof parameters, and the sizes of compartments from the SBML
file that the Run Manager has open. There is some ambiguity when the Run Manager imports the initial conditions
of chemical species from an SBML file. SBML allows the modelerto specify an initial condition for a chemical
species in terms of either concentration or amount of substance. If the modeler did not include an initial condition
for a chemical species in the SBML file, then the Run Manager cannot determine which specification the modeler
intends to use. Therefore, the Run Manager allows the modeler to distinguish in the basal settings whether a value for
a chemical species is an amount or concentration.

Simulator control settings

The ‘Simulator Settings’ tab, where the modeler configures the control settings of the simulation program, is the final
tab in the Run Manager interface. Unlike the other parts of the run file, simulator control settings are independent
of the contents of the model. The modeler can select any simulator that the Run Manager has access to through
the Simulator API. Figure 4.8 shows the default simulator control settings when the modeler selects the XPPAUT
simulator. Section 4.5 describes both the XPPAUT simulatorand the Simulator API in detail. JigCell includes the
XPPAUT simulator in every installation so the Run Manager always has access to at least one simulation program.

After the modeler selects a simulation program, the Run Manager uses the Simulator API to query the simulator
about its known control settings. Each control setting has aname, type, default value, and other information. Although
the current Run Manager only uses the name and default value for a simulator control setting in the user interface,
future versions of the Run Manager could better make use of the information that comes back from the Simulator
API. For example, the Run Manager could use the type of a simulator control setting to build a structured editor that
prevents the modeler from entering impermissible values. Having a structured editor would allow the Run Manager to
detect that a setting that the modeler chose is invalid before attempting to execute a run.
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Figure 4.8: Default settings for the XPPAUT simulator in theJigCell Run Manager.

The Run Manager does not standardize the names of simulator control settings. XPPAUT calls the simulator
control setting that indicates the starting time for simulation ‘t0’ and calls the corresponding setting for the ending
time of simulation ‘total’. Another simulation program mayinstead want to use the names ‘tstart’ and ‘tend’ for
these simulator control settings. The lack of standardizednames makes the task of switching a run file from one
simulation program to another more difficult. However, switching between different simulation programs is easier in
the current version of the Run Manager than past versions, which required that the modeler specify the simulation
program individually for each run. When each run individually chooses a simulation program, the modeler must
carefully and tediously examine the run file after making a change to ensure that they configured the runs correctly.

4.4 JigCell Comparator

The most complicated JigCell application is the Comparator. The Comparator is an integrated set of tools for per-
forming quantitative analyses on a collection of data sets.Modelers use the Comparator to perform model testing and
evaluation. Tests in the Comparator are assertions about a model or comparisons between model performance and
experimental data. A Comparator test performs either modelvalidation, evaluating the operational accuracy of the
model, or model verification, checking the accuracy with which other tools transform the model. The modeler must
provide three types of information about the desired comparison to create a model test in the Comparator:

• a benchmark value, typically laboratory or experimental data, that the Comparator uses to compare against the
model output,

• a data transformation process, the Comparator refers to this as a ‘transform’, that extracts information from the
model output,

• and an objective function that measures the distance between the experimental data and the output of the trans-
form.

The output of a transform has the same structural format as the experimental data. For example, if the experimental
data is in the form of a time series, then the result of the transform must also have the form of a time series. The result of
an objective function when the experimental data and transform output are in perfect agreement is a distance of zero.
Successively worse matches between the experimental data and transform output have correspondingly increasing
scores. There is no upper bound to an objective function score. The following section describes each of these parts of
a comparison in more detail.

Like the Model Builder and Run Manager, the Comparator divides the user interface into a number of screens
that correspond to the different parts of a comparison. A spreadsheet representation of that part of the comparison
dominates each screen in the Comparator. However, the Comparator divides some elements of the comparison among
several tabs. For example, the process of defining the transforms for a comparison uses one tab to specify the trans-
forms and another tab to link transforms with experimental data. This approach introduces navigational issues, the
modeler must engage more user interface areas to accomplisha task, but reduces the amount of information on each
screen to a manageable amount.



www.manaraa.com

54 CHAPTER 4. JIGCELL MODELING ENVIRONMENT

4.4.1 Configuring a Comparison

Before modelers begin working with the Comparator, they first must identify the kinds of available experimental data.
JigCell does not provide an application for archiving and searching through scientific literature. This step is part of
the process that the revised modeling process identifies as problem formulation. As mentioned earlier, the revised
modeling process and JigCell deal with model building activities subsequent to problem formulation.

Modelers can start working with the Comparator after they identify the kinds of experimental data that the model
tests use. The first tab that the modeler goes to is the ‘Experiment’ tab where all experimental data entry takes place.
Note that experimental data entry does not require a model. The modeler can begin entering experimental data before
even starting the model. Choosing the experimental data andmodel tests early ensures that the modeler is building a
model to pass the tests rather than finding tests to justify the model.

Figure 4.9 shows the experimental data entry tab in the Comparator. Like the other JigCell applications, the
Comparator organizes experimental data in a spreadsheet. Each row in the spreadsheet indicates a separate model test.
The ‘Name’ and ‘Comment’ columns in the experimental data spreadsheet are self-explanatory.

Figure 4.9: Experimental data in the JigCell Comparator from theXenopus laevismodel in Chapter 3.

The ‘Experiment Value’ column is a textual representation of the experimental data for a particular model test.
Experimental data in the Comparator uses a ‘list of lists’ format, which Section 4.5 describes in more detail. Each
piece of information in the Comparator is either a scalar value or a list. Lists are indexed collections of scalar values
and lists. Thus, lists can nest inside one another to any depth and duplicate most common ways of organizing data.

The experimental data in Figure 4.9 are primarily time series. A time series is a list of measurements taken at
particular times. Each measurement is itself a list, with the first entry of the list the time of measurement. The
remaining entries are the values of particular species in the model at that time. Time-series data is a built-in data type
that the Comparator understands automatically. The Comparator can validate that a given input is a time series, and
the Comparator can also display popup editors that display time-series data in a structured format.

The ‘Value Type’ column is how the modeler communicates the expected type of the experimental data to the
Comparator. Clearly, the modeler needs an extensible set ofvalue types. The Comparator can represent experimental
data that use custom data types. The modeler can programmatically add new data types that provide the same features
for editing and validation as the built-in data types. Section 6.2.1 gives an example of adding a new data type for a real
biological problem.

After entering the experimental data for model tests, the modeler then needs to devise a data transformation pro-
cedure that produces the equivalent information from a model. Although this sounds like a complicated process, in
many cases the modeler can use a simple data transformation procedure. For example, simulation programs typically
generate time-series data as output. If the experimental data is a time series, then the data transformation procedure is
often to return the simulator output either without change or after applying a filter that eliminates some model variables
or time points from the output.

The data transformation procedure for theXenopus laevismodel is an example of a simple transform.

1. Execute a run that the modeler previously created with theRun Manager.
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2. Filter all but one chemical species out of the time-courseoutput according to which species the experimentalist
measured in the laboratory.

There are two individual steps, ‘primitive transforms’, inthis data transformation process. The example in Chapter 6
includes a complicated transform, built from many primitive transforms, that significantly processes the model output
before producing results in a form comparable to the experimental data.

The modeler defines the individual steps of transforms in the‘Transform Editor’ tab and connects transforms to
model tests in the ‘Transform’ tab. Figure 4.10 shows the connection between transforms and the experimental data
in Figure 4.9. The individual steps of the transforms in thisexample are of the same simple form that this section
described previously. Each model test has a transform whoseoutput is of the same form as the experimental data.
Figure 4.10 shows the ‘Transform’ spreadsheet after the transforms completed execution. Thus, the ‘Transform Value’
column contains the output of each transform.

Figure 4.10: Experimental model setup in the JigCell Comparator from theXenopus laevismodel in Chapter 3.

Note that the time-series output of the transform does not attempt to match the times in the experimental data time
series. Instead, the transform provides measurement points taken at regular intervals. The objective function for this
example is insensitive to the exact times of the measurements. If the objective function required that measurements
only appear for the times corresponding to the experimentaldata, then the transform would need a second filtering
step to eliminate the unnecessary points from the time series.

Finally, the modeler defines objective functions in the ‘Objective Editor’ tab and connects objective functions to
model tests in the ‘Objective’ tab. Figure 4.11 shows the connection between objective functions and the experimental
data in Figure 4.9. Like the transforms for theXenopus laevismodel, the objective function for this model requires
little modeler configuration. This example uses one of the built-in objective functions in the Comparator, the weighted
orthogonal sum of squares distance between the experimental data and transform time series.

Figure 4.11: Model evaluation in the JigCell Comparator from theXenopus laevismodel in Chapter 3. The darkly
shaded cells indicate errors that the Comparator detected.

The weighted orthogonal sum of squares distance measures the orthogonal distance between the experimental
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data points and a curve through the transform data points. The term ‘orthogonal’ refers to the use of perpendicular
distances from an experimental data point to the curve in this method, unlike the least-squares method that uses the
vertical distance. Label them experimental data pointsx = [x1 x2 . . . xm]T and then transform data points
y = [y1 y2 . . . yn]T . Each data point is itself a vector withq measurements. Then, the weighted orthogonal
distanceD(x,y) is

D(x,y) =

m
∑

i=1

ei ∗
n

min
j=1

q
∑

k=1

(dk ∗ (xik − yjk))2. (4.1)

Theei anddk in Equation 4.1 are weights that the modeler can apply to adjust the relative importance of experimental
observations and measurements. However, this example setseach weight to its default value,ei = dk = 1.

The Comparator then executes each of the model tests. The ‘Objective Result’ column displays the values that
the objective functions compute. An objective-function value is a non-negative real number, with no upper bound.
Objective-function values are unscaled. Modelers may consider a value of1000.0 acceptable for one particular objec-
tive function, while they may want to keep the value below1.0 for another objective function.

The ‘Criteria’ and ‘Acceptable’ columns allow the modeler to specify a tolerance for the objective-function value.
When the objective-function value does not pass the criteria, then the Comparator flags that model test by highlighting
the row. The Comparator also flags other errors in the model configuration. For instance, the Comparator highlights
the ‘Value Type’ column when the model test has experimentaldata or a transform that does not validate for that data
type. Figure 4.11 shows both of these error-reporting mechanisms.

4.4.2 Model Analysis Process

The Comparator synthesizes the information that the modeler entered into the other JigCell tools to create a repeatable
analytic process for a model. Figure 4.12 shows the analysisprocess that many biological models, including the
Xenopus laevismodel, use. The modeler describes the model in the Model Builder or another tool that supports
editing SBML. The Run Manager is where the modeler describeshow to execute the model. Next, the Comparator is
where the modeler describes how to score the model. Finally,the modeler must analyze the results of the comparison.

Figure 4.12: Analysis process for a typical comparison in the JigCell Comparator.

The ultimate interest of the modeler is to determine whetherthe model meets particular standards of acceptability.
The modeler and interested stakeholders work together to set these standards. However, the model output is too vast
for the modeler to examine and process the output in a timely manner. Moreover, the model evaluation process is often
difficult and tedious to perform repetitively. Modelers turn to software, such as the Comparator, to automate repetitive
tasks. Although the analysis process shown in Figure 4.12 automates a single model test, this does not truly solve the
problem that the modeler has. Many model tests combine to indicate the acceptability of the model. Automating a
single model test requires that the modeler manually collect and consider many separate tests.
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The Comparator attempts to alleviate this problem. The modeler can instruct the Comparator to run any number
of model tests at once and perform a comparison. The Comparator orients user interface screens so that the modeler
conveniently can view and work with a large number of model tests. When the modeler runs a collection of model tests,
the Comparator automatically determines the data dependencies, schedules the transforms and objective functions, and
eliminates redundant computations to reduce the executiontime.

If the modeler has a computer with multiple processors, thenthe Comparator can perform transforms and objective
functions in parallel to further reduce the execution time.Reducing execution time is beneficial to the modeler and
improves the user experience of the software. The modeler cannot perform model evaluation in a timely fashion if
the model tests take too long to run. However, solely reducing execution time does not solve the model evaluation
problem. The model test results are still too voluminous forthe modeler to consider all of the model tests and decide
whether the model is acceptable. Chapter 6 provides an example that shows this issue. Manual model evaluation and
analysis is slow even when significant automation is possible. The modeler time that these processes require limits the
number of model tests that the modeler can apply, which limits the size of models that the modeler can develop.

Visualizations are techniques that prevent information overload. As Section 4.4.1 described, the Comparator uses
color and highlighting to identify questionable or problematic model test results. The modeler can scan the list of
model tests quickly, skipping past the model tests that pass, and only consider the model tests that the Comparator
flags as needing attention. Visualization does solve the model evaluation problem for models of a limited scale.
However, this visualization approach does not work for models that have tens of thousands of model tests.

One solution for dealing with models that have large numbersof model tests is to use a heuristic approach that
combines the results of many model tests into a single score.Section 4.6 describes parameter estimation, which uses
this approach. Another solution for models with a large number of model tests is to change the visualization so that
a larger number of model tests fit on the screen. In the ‘Objective’ spreadsheet of the Comparator, each model test
occupies a significant portion of the usable screen area. Themodeler typically can view no more than fifty model tests
on the screen at once, which is insufficient for evaluating models with hundreds of components.

Compare2 is a Comparator add-on that can fit many more model tests on thescreen than the standard Comparator
interface. The standard interface of Compare2 uses the same arrangement of model tests, one per line, as does the
Comparator, but eliminates much of the information about the model test except for the objective function result. This
additional space allows Compare2 to display the results of many models side-by-side, a multi-way comparison, for
a collection of model tests. The modeler can select the models according to a theme, such as different models for a
biological system ordered by the time that the modeler triedthat particular model. Compare2 then allows the modeler
to visualize the entire collection of models and determine whether the models become better over time.

The standard interface of Compare2 cannot display more lines of text than the regular Comparator interface. In-
stead, Compare2 has a second interface that puts all of the model tests and models on the screen at the same time. This
‘zoom view’ uses the same visualization techniques as the standard view but eliminates all of the textual information,
leaving only a graphical indication of model performance. Figure 4.13 shows the standard and zoom view interfaces of
Compare2. In the standard Compare2 interface, the objective function results use color to indicate model performance.
There are several different visualization coloring modes in Compare2, such as absolute and relative differences from
the model test threshold, binning, and historical comparisons against previous models. When the modeler uses the
zoom view, the visualization hides all of the textual information about the model tests. The modeler can then spot
trends in the color patterns of the model tests and quickly identify changes in model performance.

Compare2 ties together the results of many comparisons and gives the modeler a visualization method for large
numbers of model tests. It is easily feasible to visualize hundreds of model tests for dozens of models at once in the
zoom view of Compare2. As the number of model tests or models increases further, the zoom view produces blends
of the colors. Once color blending begins, the modeler no longer can pick out individual objective function results but
still can identify general and large-scale patterns in the collection of model tests and models.

4.5 Libraries and Utility Programs

Previous sections alluded to how the applications of JigCell rely on several libraries for reading, writing, and manip-
ulating data. In fact, nearly all of the numerical computation and data processing in JigCell occurs in libraries. The
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Figure 4.13: Compare2 interface showing a multi-way comparison between a collection of models and the zoomed
view for the same collection of models. The visualization containing textual information is unreadable even though it
displays fewer than half of the model tests.

application code primarily deals with user interface issues, which take up only a small fraction of the total code base.
Each JigCell application has a corresponding library for data manipulation:

• the Model Builder uses the SBML Parser,

• the Run Manager uses the Run File Library,

• and the Comparator uses the Comparison Library.

Additionally, JigCell has several standalone command-line tools, simulators, and a Simulator API, which is a library
for communicating between simulators and applications.

The utility program that modelers most commonly use in JigCell is SBMLTOODE. SBMLTOODE is a conversion
program from the SBML format to the ODE format that Bard Ermentrout developed [51]. As Section 3.1 described,
the modelers working with the original modeling process primarily used the XPPAUT program for computational
assistance. SBMLTOODE translates the models that JigCell builds so that modelers can continue to use their old tools
while JigCell is under development. As SBML is a significantly richer language for expressing models than an ODE
file, SBMLTOODE often must use convoluted ways of expressingmodel features that have no natural representation
in XPPAUT. Therefore, the SBMLTOODE tool is not sufficient for using ODE files as an exchange mechanism, and
there is no simple mechanism for translating ODE files back into SBML files.

SBML Parser

The SBML Parser is the library in JigCell that is responsiblefor reading and writing model files in SBML. Marc Vass
created the original SBML Parser in 2002; Nicholas Allen created a new library with the same name in 2004. The
word ‘parser’ in the name is a misnomer. In addition to parsing SBML, the SBML Parser validates model files, indexes
models for searching, computes conservation relations, parses the MathML (Mathematics Markup Language) [16, 119]
that SBML uses for mathematical expressions, and converts between infix presentations of a mathematical expression
and the MathML presentation.

The simplest portions of the SBML parser are those that deal with reading and writing SBML files. SBML is a
markup language based upon the extensible markup language,XML [140]. A large number of libraries for reading
XML documents exist, which reduces the involvement of the SBML parser to identifying the semantic meaning of
XML elements from their context in the document. Since SBML is a restrictive language, with only a limited number
of valid ways to combine structural XML elements, identifying SBML elements from their context is relatively simple.
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However, the SBML Parser has a more direct role in the writingof SBML documents. SBML prescribes default values
for many of the document elements, and the SBML Parser normalizes the documents that it writes by omitting SBML
elements that have their default value.

Model validation and indexing is more complicated than parsing. Although SBML is a syntactically simple lan-
guage, many syntactically correct SBML documents are meaningless. SBML is a language with internal references
between XML elements and restrictions on the contents of fields. The SBML specification further identifies several
dozen instances of ‘semantic constraints’ that the syntax of the language does not reflect. A valid SBML document
must satisfy all of these semantic constraints. Validationin the SBML Parser consists of checking that the model
satisfies semantic constraints and that the elements that internal references identify exist in the model.

Indexing plays a crucial role both in the validation of SBML documents and directly in the Model Builder applica-
tion. SBML documents contain many references between XML elements. For example, the containing compartment
attribute describes the topology of a compartment. This attribute reference to the containing compartment is solely
by identifier. SBML does not restrict a document from referring to a compartment before providing a definition of
that compartment. Indexing allows for the rapid identification of SBML elements given an identifier and the possible
structure types that might have the identifier, such as chemical species, parameters, or compartments.

The most significant computational task that the SBML Parserperforms is the discovery of conservation relations
in the model. Although Section 2.4.2 described the process of automatically discovering a set of conservation relations
in the model, the SBML Parser also allows the modeler to propose their own set. When the modeler proposes a set of
conservation relations, the SBML Parser must check that those conservation relations are valid for the model.

Validating the set of conservation relations that the modeler proposed requires the SBML Parser to perform two
additional Gauss-Jordan elimination steps.

1. Check that the number of proposed conservation relationsis no greater than the rank of the null space of the
stoichiometry matrix,

2. apply Gauss-Jordan elimination to the proposed conservation relations to check that the set of conservation
relations is linearly independent,

3. augment the original set of conservation relations with the proposed set of conservation relations,

4. and perform Gauss-Jordan elimination on the augmented matrix.

If the proposed set of conservation relations is valid, thenthe null space of the augmented matrix has the same rank as
the number of proposed conservation relations. This is equivalent to saying that the proposed conservation relations
are all linear combinations of the original conservation relations.

Run File Library

The Run File Library is the library in JigCell that is responsible for reading and writing both run and basal files. As
Section 4.3 explained, a basal file overrides the parameter values, initial conditions, and compartment sizes in the
SBML file, while a run file defines collections of changes to thebasal settings. Although the Run File Library needs
to provide the same validation and indexing services as the SBML Parser, run and basal files are significantly simpler
than SBML files and hence have a correspondingly simpler implementation of these features. Instead, the bulk of the
Run File Library consists of routines for creating basal files and executing runs.

When a modeler starts using the Run Manager, they first must create a basal file for their model. The Model
Builder permits the modeler to enter numeric values for parameters, chemical species, and compartment sizes, and
many modelers choose to do this. Therefore, the Run File Library supports creating basal settings directly from a
model. During run execution, the modeler then wishes to perform the reverse process and export the basal settings and
changes for a run back into the model.

Executing a run is the most difficult-to-implement service that the Run File Library provides.

1. Start the simulation program that the run file specifies,
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2. transmit to the simulation program the default simulatorcontrol settings for the run file and the settings for that
particular run,

3. apply the algorithm in Table 4.1 to produce an equivalent run that does not use inheritance,

4. replace the references to model elements in the formula for each change of the run with variables,

5. solve the formula for each change using the basal settings,

6. insert the computed values back into the model,

7. and send the new model to the simulation program.

The Run File Library then forwards the time course that the simulation program produces to the requestor.

Table 4.1: Algorithm for flattening a hierarchy of runs starting from the runstart.

Initialize two stackspending andcurrent .
Initialize a mapchangesfrom model element identifiers to formulas.
pending.pushstart
while pending 6= ∅

r ← pending.top
if r is in current then error,there is an inheritance cycle
for each runp in r.parents taken from start to end

pending.pushp
current .pushr
while pending 6= ∅ andpending.top= current .top

r ← pending.pop
current .pop
addr.changesto changes

Comparison Library

The Comparison Library supports the storage and manipulation of data in the JigCell Comparator. Additionally, the
Comparison Library provides standard data formats that other applications use for exchanging experimental and time-
series data. Unlike the other libraries in JigCell, the Comparison Library is amenable to user extensions. Since the
library includes the transforms and objective functions ofthe Comparator, and modelers wish to supply new transforms
and objective functions, it makes sense to provide a framework that the end-user can modify.

Transforms and objective functions make up the majority of code in the Comparison Library. The Comparator pro-
vides18 standard transforms and objective functions for modelers to use. Additionally, the framework for transforms
and objective functions in the Comparison Library significantly simplifies the process of extending the Comparator.
For example, the Comparison Library automatically handleslinking together transforms with other transforms, finding
the experimental data that objective functions need, evaluating both transforms and objective functions, and reporting
errors during the evaluation process. Furthermore, the Comparison Library organizes the in-memory and external
storage of data, implements caching that reduces the numberof transform and objective function evaluations during a
comparison, and can persist transforms and objective functions to disk even when these objects are user-supplied and
have unpredictable storage needs.

The Comparator, and hence the Comparison Library, represents data using the BioSPICE Time Series Format [4].
The name of this format is another misnomer as the format has many applications other then time-series data. An item
of data in the Comparator, a ‘data element’, is either a scalar value or a list. Scalar values have types such as integral,
real, or boolean. A list contains an arbitrary number of lists or scalar values, indexed over the positive integers. Thus,
lists can nest within lists to any arbitrary depth, which allows data in the Comparator to mimic many commonly used
finite and some infinite data structures, such as bags, time series, and matrices.
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Efficiently implementing data elements for the Comparator is difficult. Therefore, the Comparison Library pro-
vides a number of implementations that make tradeoffs between size, access time, density of the index set, and other
factors. The Comparison Library supports converting data elements to and from textual forms, and reading and writ-
ing data elements for external storage. Similarly, the Comparison Library also supports many common mathematical
operations on data elements, such as taking sub-ranges or slices out of the data.

Simulators and Simulator API

Simulation programs are the remaining area of numerical computation that JigCell includes. JigCell has an in-house
implementation of Gillespie’s Stochastic Simulation Algorithm, which Section 2.5.1 described. However, the remain-
ing simulation programs that JigCell comes with are third-party programs with many years of use. Obviously, the
authors of these simulation programs did not have JigCell inmind when designing their programs, and these simula-
tion programs do not support representing models with SBML.Furthermore, simulation programs often lack a simple
way to connect with other applications.

Each simulation program in JigCell has a corresponding wrapper service. A wrapper service translates model
files from SBML to the native language of the simulation program, executes the simulation program, and retrieves the
results into the BioSPICE Time Series Format. For example, the wrapper service for the XPPAUT simulator translates
an SBML model to an ODE file, runs the XPPAUT program, and then parses the output file to create a time series.

This simple description of a wrapper service hides many of the challenges. While mathematical expressions in
SBML can make use of a large variety of operators and methods,XPPAUT has a limited mathematical language.
Thus, the wrapper service must translate the features that XPPAUT does not supply, such as trigonometric and logical
functions. Moreover, XPPAUT does not have structures in itsmodeling language that are exactly like the structures in
SBML, such as events and rules, and has a restrictive naming convention. A wrapper service frequently must rewrite
the model extensively during the translation process.

The Simulator API then provides the plumbing between the wrapper service and applications. A consumer of
simulation data often relies on only a small repertoire of operations, such as loading a model, changing simulator
control settings, configuring output, and generating data.The Simulator API generalizes these operations for time-
course oriented simulation. From the perspective of an application, the Simulator API is a simulation program. The
application can query the Simulator API about its control settings and can invoke common simulator operations.
However, the behavior of the Simulator API changes depending on the currently selected wrapper service. When the
modeler selects a different simulation program, the control settings of the Simulator API change to reflect the control
settings of the underlying wrapper service. Moreover, the operations of the Simulator API delegate to corresponding
operations in the underlying simulator. The Simulator API mechanism allows the JigCell applications to access a wide
variety of simulation programs without presupposing whichsimulation programs the modeler wants to use.

One side benefit of creating the Simulator API was the construction of a simulator-independent test suite in JigCell.
Testing a simulator is difficult because each simulation program requires a different format for the test data. Thus,
adapting existing test data to a new simulation program is expensive. JigCell employs the Simulator API to use the
same model format, SBML, with many different simulation programs. Therefore, JigCell can reuse a standardized
suite of test models with any simulation program that the Simulator API makes available and compare the results from
simulation program with another.

4.6 Future Software Projects

As Section 4.1 mentioned, JigCell is not complete in the sense of providing all of the services of a typical problem-
solving environment. In particular, JigCell does not currently provide effective and transparent access to high-
performance computing resources. Moreover, JigCell is notcomplete in the sense that the revised modeling process,
which Figure 4.1 shows applied to JigCell, indicates beneficial tasks that JigCell does not support. These two measures
of completeness converge in the first potential new area of application for JigCell, parameter estimation, which several
sections alluded to previously.
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The second potential new area of application for JigCell is project management. The applications in JigCell
produce and consume large amounts of data with varied types.It is often difficult for modelers to organize this data,
leading to lost or misplaced data files, or the creation of multiple copies of data that quickly lose synchronization. An
application for project management in JigCell would organize the data files that constitute a particular model. The
project management tool would then present to the modeler the list of available models and the tasks that JigCell can
perform on those models. The JigCell project did not pursue project management extensively, and this dissertation
does not consider project management in detail.

Parameter Estimation

While building a model, a modeler sometimes employs a rate constant whose value has no definitive experimental
evidence. Furthermore, the rate constant may have a significant range of possible values that the modeler could
try. Over time, models accumulate a greater number of these relatively unconstrained rate constraints as modelers
generally build models faster than experimentalists complete the corresponding experiments. Section 3.1 described the
parameter twiddling process that modelers use to cope with these unconstrained rate constants. Modelers successively
experiment with many different values for the rate constants, expending great effort to evaluate the model and identify
new feasible regions of the parameter space.

The JigCell Comparator automates the comparison process for evaluating a model. However, the Comparator
still relies on the modeler to supply guesses for the parameter values. Without automated fitting, the modeler must
calibrate the model parameters by manually searching for valid and optimal regions of the parameter space. Parameter
estimation is a class of techniques that supply a guess for the next parameter vector to try with the model.

A parameter estimator explores parameter space while trying to minimize an objective function. The Comparator
allows modelers to define arbitrarily complex objective functions that run as programs during model evaluation. Few
general-purpose techniques accommodate such objective functions. Most parameter estimation procedures are appli-
cable only to simple curve fitting, where the experimental data are time series and the model output needs minimal or
no data transformation. If the modeler uses the transforms and objective functions from the Comparator, then the data
are typically not a direct solution to the differential equations of the model but rather a complicated, nonlinear func-
tional of the differential equation solution. Furthermore, these functionals involve both dependent and independent
variables that are subject to experimental error.

Figure 4.1 included two stages, thescoreandreport stages, that distinctly belong to parameter estimation. Inthe
revised modeling process, these stages are a subset of theevaluateandrepair stages. Thescoreandreport stages have
a separate representation in JigCell because of the impact that these stages have on the model development process.
The scorestage defines an algorithm that determines whether one parameter vector produces a more acceptable fit
than another for the model. The algorithm requires experimental data, an executable model, the acceptable range of
parameter values for the executable model, and a user-defined objective function. This setup typically comes directly
from the experimental model that the modeler builds in the Comparator. Thereport stage injects the fitted parameter
values back into the modeling process for study and testing.

Local parameter estimation algorithms

A local parameter estimator takes measured steps from the current parameter vector based on objective function eval-
uations. Although this makes local parameter estimators very fast at homing in on nearby, good parameter vectors
when the objective function is smooth, there are several drawbacks to local parameter estimation. First, local param-
eter estimators have a hard time finding distant, good parameter vectors. A local parameter estimator can fall into
wells, or local minima, of the objective function, and escaping from these wells is difficult. Second, the user-defined
evaluation procedure in the Comparator rarely leads to a smooth objective function unless the modeler takes some care
when defining the evaluation process. In circumstances where these obstacles do not apply though, local parameter
estimation is typically worthwhile.

ODRPACK (Orthogonal Distance Regression PACKage) [33, 34,35] is a mathematical software system that per-
forms local parameter estimation. ODRPACK uses a trust region Levenberg-Marquardt method. The Levenberg-Mar-
quardt method starts with the steepest descent method and smoothly changes to Newton’s method when approaching
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the solution. The trust-region implementation of the Levenberg-Marquardt method determines the step size using a
confidence measure of the local model of the objective-function value. At each step, ODRPACK compares the ex-
pected improvement in the objective-function value for taking the step with the actual improvement. The agreement
between the expected and actual improvements in the objective-function value indicates whether ODRPACK should
expand or contract the trust-region radius.

The use of a local model in ODRPACK causes slow convergence ifthe objective function is not differentiable near
the optimum solution. The expected improvement on which ODRPACK bases parameter vector steps is essentially
an estimate of the derivative. Step functions in the objective-function value can appear when matching categorical
observations, such as whether a mutant strain of an organismthrives for a period. However, for a correct model of
a biological system, it is unlikely that a step in the objective value is directly next to an optimum solution. If the
true parameter vector had a nearby discontinuity, then the organism would show sensitivity to minute environmental
changes. Extreme sensitivity to the environment is unfavorable for survival.

ODRPACK does not assume that all of the measurement errors are in the dependent variables [39]. Instead, ODR-
PACK seeks to minimize the weighted sum of orthogonal distances between the model output and the experimental
data. The weighting factors scale the residuals of the fit andexpress the confidence that the modeler has in the reliabil-
ity of a particular experimental observation. The output ofODRPACK gives a locally-optimal parameter vector and a
measure of the goodness-of-fit of that parameter vector.

Global parameter estimation algorithms

A global parameter estimator, in contrast with local parameter estimation, eventually looks in every neighborhood in
a finite-dimensional parameter space. Global parameter estimators use a systematic method for searching parame-
ter space, sometimes backtracking even when searching a newregion of parameter space leads to higher objective-
function values. A parameter-estimation method that successively sampled points along a space-filling curve that
winds throughout parameter space meets the criteria for global parameter estimation. However, such a scheme is not
an efficient way to search parameter space. Good, global parameter-estimation methods seek to maximize the amount
of information that they derive from each objective-function evaluation.

DIRECT (DIviding RECTangles) [65], is a variant of Lipschitzian methods for constrained global optimiza-
tion. DIRECT searches for the minimum value of an objective function, minx∈D f(x), inside a closed region
D = {x ∈ En| ` ≤ x ≤ µ} whose boundary consists of simple planes. There is an assumption made here that the
objective function is Lipschitz continuous onD, satisfying|f(x1)−f(x2)| ≤ L‖x1−x2‖ for all x1, x2 ∈ D. This as-
sumption does not necessarily apply to the arbitrary objective functions that the modeler can build in the Comparator.
When the objective function does not satisfy this assumption, DIRECT will still eventually terminate with the global
minimum value of the objective function. In this case, however, DIRECT can no longer guarantee that it searches for
the global minimum efficiently.

The Lipschitz optimization method has had many practical applications in science and engineering. Unlike some
other methods for global parameter estimation, the Lipschitz method requires that the modeler set few control param-
eters and does not rely on approximating derivatives or other more analytical information about the system. However,
the Lipschitz constant of a particular objective function is often unknown and is difficult to estimate. The DIRECT
method converges to the global optimum without requiring knowledge of the Lipschitz constant [75].

The DIRECT algorithm takes its name from the key step of dividing rectangles, although mathematical literature
more commonly refers to these rectangles as boxes. DIRECT isa pattern-search method, which takes moves based
on the objective-function values that it observes at a pattern of points. The points for sampling the objective function
are the centers of the boxes. Center sampling is generally advantageous to corner sampling when the number of
parameters, and hence the number of dimensions in the parameter space, is large. Most large-scale biological problems
have a correspondingly large number of unconstrained parameters.

A box in the DIRECT algorithm is potentially optimal if thereexists a value of the Lipschitz constant for which
that box is the most likely to contain the global minimum. There is a simple algorithm for finding the potentially
optimal boxes. If viewed as a scatter-plot, with the two dimensions of the plot the size and objective-function value
of the boxes, then the potentially optimal boxes are the lower-right boundary of the convex hull. Each iteration of the
DIRECT algorithm subdivides all of the potentially optimalboxes. DIRECT can operate in an ‘exploratory mode’,



www.manaraa.com

64 CHAPTER 4. JIGCELL MODELING ENVIRONMENT

which emphasizes searching untested boxes, or in an ‘exploitation mode’, which emphasizes searching boxes with
better objective-function values. The modeler uses a control parameter to bias between the two modes of DIRECT.

DIRECT is relatively robust to noise in the objective-function values [65]. The amount of noise in the objective-
function values limits how quickly DIRECT converges to the minimum. This insensitivity to noise makes DIRECT
suitable for application to stochastic models, which intentionally introduce noise into the model and model-evaluation
process. Current implementations of DIRECT cannot handle integer variables or constraints on the parameter space
other than simple bound constraints. Furthermore, DIRECT is relatively inefficient for finding an accurate minimum
value of the objective function. Instead, it is best to run DIRECT in the exploration mode and then use some local
parameter estimation technique to find the true minimum froma collection of candidate starting points.
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Chapter 5

Software Requirements for the JigCell
Modeling Environment

During development of the revised modeling process in Section 3.3, modelers reported four distinct areas of concern
that they have about the original modeling process. These four areas are support for model documentation, testing,
standardization, and automation in the modeling process. The JigCell modeling environment that Chapter 4 introduced
is an implementation of the revised modeling process, and itis possible to test JigCell for its support of these concerns.

The goal of documentation is to record critical informationabout the modeling process. Modelers need model
documentation at each modeling process stage. The creationof model documentation is critical for model accreditation
and for planning future modeling tasks. The documentation goals of the revised modeling process are to record

• the model each time the modeler transforms the description of the model,

• the procedures that the modeler used for testing, to supportautomated model testing and review of verification,
validation, and testing methods,

• and the results of model testing, for comparison against future model tests and for presentation to decision
makers during model accreditation.

The primary model testing technique that the biological modelers in Chapter 3 used for model validation is the
comparison of model output against historically collectedexperimental data. However, there is a limited quantity and
quality of available experimental data for a particular model. Moreover, conducting new laboratory experiments for
model testing or expansion of a model is a significant expense. The time that modelers spend performing model vali-
dation is cheap in comparison. The JigCell modeling environment emphasizes verification during model construction
to prevent the introduction of errors that strain the limited testing resources of the modeler.

The goals of the area of model testing are to introduce model verification, validation, and testing activities into
the modeling process early and to continuously monitor the model for introduced errors. Balci [17] codifies several
indicators of model credibility, which automated modelingtools can perform continuously during model development.
The model-testing goals of the revised modeling process areto verify

• that the graph structure of the wiring diagram corresponds to the conceptual idea that the biologist has in mind,

• that the modeler is using the names of chemical species, kinetic rate laws, and parameters consistently across
the model,

• and that the simulator has all of the information about the model and execution environment that it requires and
can execute the model properly.

Independent model verification and validation are testing activities by someone other than the original model
developer or stakeholders that improve the quality of the model [14]. Independent model testing reduces the potential

65
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for modeler bias in evaluation, promotes the earlier detection of errors, and reduces the cost of error detection and
correction. Introducing independence into the modeling process at each iterative cycle, with the goal of supporting
independence for all testing activities, requires significant advances in the four areas of concern that this section
outlined previously. Improving the modeling process in these areas should ultimately lead to increased rates of model
accreditation and acceptance by decision makers. The JigCell modeling environment has the model-testing goal that
an agent independent of the original model design or specification teams can perform model verification, validation,
and testing from a plan that the model developer recorded previously.

The biological modelers in Chapter 3 use wiring diagrams to communicate their models initially. Unfortunately,
no universal standards exist for the graphical language of wiring diagrams, although some representations, such as
those of Kohn [80], are increasingly popular. As Chapter 4 mentioned, the pathway modeling community currently
is standardizing SBML [71, 72], which is an XML-based representation of biological models at the level of chemical
reactions. While SBML applies to wiring diagrams in the sense that model editing tools can convert between SBML
and wiring diagram representations, modelers should not directly edit SBML files. The main purpose of SBML is
to facilitate model exchange between modeling groups, who then use their own preferred modeling tools to load the
model. The JigCell modeling environment currently supports SBML Level 2 Version 1 [54].

The goal of the area of standardization is to adopt

• uniform notations that make model communication easier,

• and uniform processes that make model development easier.

Furthermore, each stage of the revised modeling process hasdomain-specific information that modeling tools can use
to construct uniform sequences of tasks for that stage. Applying uniform processes can prevent some types of errors
in the planning stage of the model and can reduce the chance ofmodelers applying incorrect modeling techniques.

Much of the original modeling process that Section 3.1 described consists of work that modelers perform repeat-
edly. The goal of the area of automation is for the computer toperform some of these repetitive tasks and speed
up other tasks substantially. Verification, validation, and testing activities are automatable throughout the modeling
process. Using automated tools that support these activities can reduce significantly the time and effort for model
testing [21].

The biological modelers that use JigCell repeatedly modifyparameters and initial conditions. After each modifi-
cation, these modelers then compare the revised model against experimental data. The automation goals of the revised
modeling process are to perform

• regression testing as frequently as possible, to ensure that each model transformation maintains the quality of
the model,

• testing activities from previous model development cycles, to check that the model is still acceptable,

• numerous and specific testing activities, so that after the modeler introduces an error, the modeler can then
identify the location of the error in the revised modeling process and in the model,

• and testing activities automatically while the user is modifying the model, giving feedback on the performance
of the modifications.

Additionally, biological models can repeat operations across multiple chemical reactions or incorporate other mod-
els as subcomponents. Sufficient support for both model standardization and automation would allow the use of
well-tested, black-box components to implement both repeated operations and model fragments.

The focus of this chapter is to develop standards for measuring the software applications in the JigCell modeling
environment. Chapter 3 described how modelers previously developed models using the original modeling process
and introduced the revised modeling process. Chapter 4 introduced the JigCell modeling environment, which is an
implementation of the revised modeling process. The present chapter develops standards for measuring the efficacy
of the JigCell modeling environment and how well JigCell matches the revised modeling process. The standards for
measuring the software applications come from user interviews (user requirements), the modeling methodology that
Section 3.2 described (methodological requirements), andfrom domain experience (domain requirements).
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This chapter starts with an overview of four major categories of requirements to support: documentation, model
testing, standardization, and automation. These categories of requirements then expand into methodological require-
ments that correspond with ideas in the conical methodologythat Section 3.2 presented. Section 5.1 and Section 5.2
explore the performance of model verification, validation,and testing from the perspective of a domain expert. These
sections describe the success that the JigCell modeling environment has had with each of these techniques for support-
ing experts in the domain of biological modeling. Section 5.3 introduces the process of collecting user requirements
and explains how this dissertation performs requirements testing. The remainder of the chapter describes the user
requirements and the results of requirements testing for each of the major JigCell applications.

Contents
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5.1 Building Modeling Software for Domain Experts

The successful construction of a model requires combining expertise in the problem domain with expertise in the prac-
tice of modeling and simulation. Many domain experts that build models have at least some background knowledge of
modeling and simulation. Modelers gain this knowledge somewhat through formal learning but mostly from the ex-
perience of building models in the problem domain. Althoughdomain experts are often not modeling specialists, they
can successfully complete modeling projects by using the right tools. Developers build software programs from the
knowledge and experiences of modeling specialists, creating modeling tools that assist with modeling and simulation
tasks. A domain expert draws upon these resources by using modeling tools to solve a problem in their domain.

Domain experts often do not perform sufficient model verification, validation, and testing due to a lack of accessible
support for these activities in modeling tools. An increasein model verification, validation, and testing would improve
the likelihood of success for modeling efforts. The target audience for general purpose modeling tools is often the
modeling specialist. A domain expert might find a general purpose modeling tool inadequate because of assumptions
that the tool makes for the target user community, such as thelanguages that the tool uses for expressing models
and modeling concepts, support for features that are not relevant to the problem domain of the expert, and a lack of
modeling guidance for the tool user.

User personas

A modeling tool is unlikely to accommodate domain expert users unless the tool builders explicitly include domain
experts as a user class. The modeling tools that this dissertation discusses specialize to experts in the particular domain
of biological modeling. Moreover, the developers of the JigCell modeling environment had direct access to biological
modelers for study. Suppose that the developers of a modeling tool did not have an appropriate domain expert available.
If a software developer does not have actual user representatives, then it is helpful to construct personas that typify
how a user class might use the software product [82].

Software developers can employ user personas when considering how development decisions affect users of the
modeling tool. Although the developers of the JigCell modeling environment had access to biological modelers, these
biological modelers did not always know how to perform a particular modeling task. User personas of domain experts
performing model verification, validation, and testing canserve as substitutes in this situation.

The following text gives a small sample of scenarios that demonstrate domain experts performing verification,
validation, and testing on reaction-oriented models.



www.manaraa.com

68 CHAPTER 5. SOFTWARE REQUIREMENTS FOR THE JIGCELL MODELING ENVIRONMENT

Scenario 1: The domain expert wants to use a model that someone else created previously and needs to check that
the model is suitable.

Abel is a biochemist who is trying to understand signaling processes in a tissue culture. Abel researched the litera-
ture for suitable models and obtained electronic versions of several models that appear interesting. The documentation
for the models does not include enough details about their validation and testing procedures, so Abel wants to check
that the performance of the models is acceptable for the intended application. Abel knows that integrating multiple
models together is error prone. Therefore, Abel needs to verify that he is integrating the models correctly.

Scenario 2: The domain expert is acting as an independent agent to perform verification and validation activities
on a model under development.

Joan is a process engineer with experience in high-rate microbial conversion. A pharmaceutical manufacturer is
using a simulation study to reduce the cycle time of one of their products. The manufacturer hired Joan to help validate
the models that they are creating. Joan will perform face validation (a review of simulation output for reasonableness)
and participate in model reviews and walkthroughs. Joan needs to understand how the models from the manufacturer
work and test the models by performing simulation experiments.

Scenario 3: The domain expert is developing an original model without the assistance of a modeling specialist.
Steven is a physicist working on a new theory of particle interaction. It is difficult to predict some of the conse-

quences of his theory, so Steven decided to use a discrete event model to test his intuition. Steven decided to build the
model himself rather than hiring a modeling specialist because this is a side project, with little budget. The outcome
of the simulation is a little different than Steven expected, but now he is unsure if the error is in his model or in his
intuition. Steven may have a variety of other reasons for building the model himself, including

• cost of employing specialist,

• difficulty of finding specialist,

• value of employing specialist not understood,

• model turnaround time,

• confidentiality or secrecy of information,

• unable to transfer domain knowledge or requirements,

• modeling objectives in flux,

• and expert learning from model behavior or construction process.

These three scenarios describe domain experts that are performing model verification, validation, and testing.
However, the domain experts each have different modeling and simulation goals. Abel is attempting to reuse an
existing model. Joan is part of a larger simulation study with a particular business objective. Steven is constructing
a new model. The scenarios for using a modeling tool determine the techniques that help support the domain expert.
Therefore, it is important that the developers of a modelingtool consider how domain experts will use the tool when
deciding whether to incorporate a particular support technique.

Pitfalls

Although it seems clear that keeping domain experts in mind when building modeling tools is beneficial to the model-
ing community, including this support does have cost. The most obvious cost of building modeling tools that support
domain experts is the cost of designing, building, and maintaining these tools. Including domain experts as a targeted
user class may require sacrifices in quality, timeliness, efficiency, reliability, robustness, testability, and usability for
other user classes. These costs and tradeoffs make it important for tool developers to consider how, and why, domain
experts would want to use a modeling tool.

A domain expert that acts without sufficient modeling and simulation guidance also incurs cost in the form of the
risk of failure. Modeling projects that fail have opportunity costs in addition to the expense of the project. Starting



www.manaraa.com

5.2. DOMAIN SUPPORT FOR MODEL VERIFICATION, VALIDATION, AND TESTING 69

the modeling process over again drains resources from otherworthwhile activities and delays the return on invest-
ment of using modeling and simulation. Moreover, producingan incorrect model is costly as the detection of model
errors through operational use is difficult and time-consuming. Meanwhile, decision makers may spend money and
credibility on the results of an invalid model.

Arthur and Nance [14] emphatically conclude that independent model verification, validation, and testing is an
important technique for mitigating risk in model development. Reducing the risk of failure lowers the expected costs
of model development, use, and maintenance. Moreover, modelers can expect that incorporating independence into the
modeling process improves model quality and operational correctness. A domain expert who is developing a model
might find that employing outside help for model verification, validation, and testing is cost effective. Employing
outside help is particularly effective if the model is of a “critical” nature, has a high cost of failure, or has a cost for
error detection and maintenance that exceeds the cost of independent model verification and validation. However,
the use of independent model verification, validation, and testing does not preclude the need for modeling tools that
support domain experts. The independent agent may also be a domain expert instead of a modeling specialist.

When not employing a modeling specialist, the domain experthas an increased risk of selecting an inappropriate
modeling and simulation technique. Although modeling tools provide guidance about which techniques to employ,
the tool user must ultimately choose how to develop the model. When modelers use an inappropriate technique, they
can introduce difficult-to-detect model errors. Correcting these errors may require discarding some of the work done
on the model, which is an expense of time and money that can lead to the failure of the modeling project.

5.2 Domain Support for Model Verification, Validation, and Testing

There are many techniques for better adapting modeling tools to the needs of a domain expert. This section focuses
on techniques that aid the performance of model verification, validation, and testing by domain experts. Table 5.1
summarizes the techniques that this dissertation includesand rates the degree of support and impact of the technique
in the JigCell modeling environment. Table 5.1 does not attempt to rate the impact of techniques for which the
degree of support is not measurable. This dissertation doesnot attempt to provide a comprehensive list of model
verification, validation, and testing techniques for supporting domain experts. This dissertation presents the techniques
that simulation studies [6, 9] previously tried for the JigCell modeling environment. Many modeling tools other than
JigCell employ these techniques, with a positive effect towards supporting the domain expert.

Table 5.1: Summary of degree of support, impact, and applicability to other problem domains for techniques that
support a domain expert in model verification, validation, and testing activities (L = Low, M = Medium, H = High).

Technique Degree of support Impact Applicability

Using domain terms and concepts for models H H H
Using domain terms and concepts for modeling H M M
Structuring data and validating data entry M H M
Integrating modeling tools into an environment M M M
Maintaining a model test plan M M H
Actively monitoring model quality L L L
Diagnosing model errors with a knowledge base – – L
Keeping historical records of model development and testing L M H
Presenting multiple visualizations of models and model outputs M L M

Table 5.1 repeats the applicability rating for each technique to problem domains other than reaction-network mod-
eling from Allen, Shaffer, and Watson [11]. There are problem domains for which these ratings are less accurate. For
example, the use of knowledge bases for diagnosing model errors has an applicability rating of ‘low’ because there
are many problem domains that have too little history to develop reasonable classifications of past domain expert ex-
periences. Modeling tools that support a narrowly-defined problem domain with a large and detailed historical record
would find that implementing this technique is more effective.
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Using domain terms and concepts for models

For decades, modelers have recognized the need for custom languages for modeling and simulation [47]. Using a
language designed for modeling and simulation reduces the amount of information that a modeler needs to enter as
compared to a general-purpose programming language. Moreover, raising the level of abstraction of a language re-
moves some of the error-prone and resource-intensive mappings that modelers must employ to translate their ideas into
the language. Many modeling languages are for general-purpose modeling, although some specialize to a particular
modeling and simulation technique, such as discrete event simulation [138].

Introducing domain concepts into a modeling language to produce a domain-specific modeling language is a
powerful technique for making models more accessible to thedomain expert. A domain-specific modeling language
allows domain experts to better understand, modify, develop, and test programs written in the language [134]. Testing
and debugging a model requires an in-depth understanding ofthe construction and behavior of the model. Using a
domain-specific modeling language makes the structure and function of the model more readily apparent.

Building a domain-specific modeling language requires selecting a problem domain, gathering knowledge about
the domain, and reducing that knowledge to semantic objectsand operations. Selecting a problem domain involves
making a tradeoff between the focus and size of the language.A language that represents a large domain or scope
can only weakly specialize to any particular aspect of the domain. In contrast, a language that tightly focuses on a
small domain may have a limited number of interested users. Developing a domain-specific modeling language often
requires several iterations between prototyping the language and having experts in the targeted domain give feedback
about the applicability and ease-of-use of the language [77].

There are many forms of domain-specific modeling languages,such as textual languages, graphical languages [25],
spreadsheet languages, or other forms convenient for the domain expert. Language designers construct the language
by hand or by using meta-modeling tools [2]. It is difficult toconstruct a domain-specific modeling language that is
both easy for a modeler to write and easy for a computer to process. Languages that are difficult for a modeler to write
require modeling tools.

CellML [45] and SBML [72] are domain-specific modeling languages for biochemical models. Both languages
are structured, textual languages that support the description of models using domain concepts, such as molecular
counts, chemical reactions, and cellular compartments. The development of SBML is a good example of the tradeoff
between focus and size in a domain-specific modeling language. There is continuous pressure to directly support
additional types of models in SBML, such as flux-balance models. However, the committee responsible for designing
SBML must struggle with the problem of adding this support without placing an undue burden on the tool builders
that implement the language. There is also concern that making the language too broad will lead to communities using
disjoint subsets of the language, with no real communication between these groups. As SBML becomes larger and
more complicated, understanding models written in the language becomes harder.

The JigCell modeling environment uses SBML to represent models of biochemical reaction networks. As Sec-
tion 3.1 described, the observed biological modelers used the ODE file format of G. Bard Ermentrout. However, the
ODE file format stores only the differential equations, omitting the biological significance of these equations.

SBML stores both the mathematical and biological information about the model, giving domain experts a better
understanding of why the model uses a particular differential equation. Previously, biological modelers primarily de-
veloped models in computer code and then converted their models to text, figures, and equations before publication.
This conversion frequently introduces errors that impede the replication of results and further development of a pub-
lished model [85]. Domain experts benefit from the use of a domain-specific modeling language by having access to
the original model description in a more readily apparent form. Additionally, SBML is a standardized format, which
allows other modeling tools to read and understand the models.

Using domain terms and concepts for modeling

Along with customizing the modeling language, it is also desirable to use the language of the domain expert in
modeling tools. When using a domain-specific modeling language, model editing tools naturally adopt domain terms
as the easiest way to express the model to the user. However, the domain-specific modeling language is unlikely
to describe the inputs and actions of model testing tools. Domain-specific modeling languages typically describe
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models rather than activities done with a model, although problem-solving environments are specifically intended to
do both [6, 137]. Modeling tool developers may need to elicitthe preferred terminology from the domain expert.

The model and modeling tools must accommodate the types of experiments that the domain expert wishes to
perform on the model. Valentin and Verbraeck [133] present guidelines for creating a domain-specific modeling
language that include consideration of this issue. Using domain terms and concepts in modeling tools aids the domain
expert in matching the functionality of the tool to their needs.

The JigCell modeling environment uses domain terms and concepts to provide a better user experience. Users
found confusing the terminology that early versions of JigCell used for modeling activities. In particular, JigCell used
modeling and simulation terms, such as ‘experimental model’, that were too similar to terms that biological modelers
used for domain activities, causing conflicts. Renaming theterms that the JigCell applications displayed in their user
interfaces improved user understanding of the capabilities of the modeling tools. Additionally, the modelers using
JigCell reported that they more readily found features in the applications when the sequence of steps for a particular
modeling activity was analogous to the original modeling process. JigCell restructured some of its modeling activities
to better resemble the original modeling process, which made learning how to use the applications faster.

Structuring data and validating data entry

Desk checking, inspections, reviews, and walkthroughs aremodel verification and validation methods that require
careful scrutiny of the model by the domain expert. Syntactic and typographic errors are a distraction during these
model-testing activities and can potentially hide seriouserrors. After the modelers fix the syntactic and typographic
errors, they must retest the model to make sure that they corrected the identified errors without introducing new errors.
The prevention or early detection of these types of errors reduces the testing burden of the domain expert. After the
modeler corrects all of the superficial errors, the domain expert can test the model for more fundamental errors.

Two important techniques for preventing the introduction of syntactic and typographic errors are the use of val-
idating and structured data editors. Validating editors check that user input is reasonable before applying it to the
model. Structured editors break the task of entering data into a predefined collection of attributes, values, and rela-
tions [55, 70]. A structured editor changes the organization of data from text to a more communicative form. Schank
and Hamel [126] indicate that the use of structured editors has the additional benefit of making model modification
more accessible to the domain expert. Since it is difficult tovalidate input unless the modeling tool specifically defines
the class of valid inputs, validating editors are frequently also structured editors.

The spreadsheet interfaces of the JigCell modeling environment are examples of structured editors for biological
models. Each column in one of the spreadsheets represents a particular type of information about the model. A domain
expert using the JigCell Model Builder does not need to learnthe syntax of SBML before building a model. However,
many of the fields in the user interfaces of the JigCell applications perform only minimal validation on the user input.
For example, the JigCell Model Builder checks that the name of a unit of measurement is legal but does not check that
a unit of measurement with that name exists in the model.

Integrating modeling tools into an environment

Integrated modeling environments supply tools that support multiple parts of the modeling and simulation lifecycle.
An integrated environment also supplies a modeling methodology by selecting a particular set of tools and controlling
how modelers use those tools in concert [27]. Comprehensivemodeling environments reduce the need to locate a
modeling tool for a particular activity. Carefully selecting the available tools in a comprehensive environment also
reduces the risk of the domain expert using an inappropriatemodeling and simulation technique. Errors from using an
inappropriate technique are normally difficult to detect and correct. Cohesive environments have well-tested exchange
of model information between tools, reducing the loss of fidelity when the model is transformed.

The integration of tools in a modeling environment is a continuum from loose to tight coupling. Loosely coupled
modeling environments are easier to make comprehensive. Tightly coupled modeling environments are easier to make
cohesive. The Simulation Model Development Environment [20] is an example of a modeling environment that the
developers coupled loosely and designed for comprehensivecoverage of the modeling and simulation lifecycle. The
Simulation Model Development Environment supports the conical methodology by selecting tools appropriate for each
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step of that methodology, including tools for model generation, translation, verification, analysis, and management.
Modelers can specialize the environment by adding new toolsfor themselves or their domain of expertise. As a
research environment, the Simulation Model Development Environment uses loose coupling to ease the creation and
testing of prototype modeling tools.

Integrating modeling tools is a requirement for integrating the model verification and validation functions of those
tools [40]. Having integrated verification and validation is important because it improves the coverage of model
verification, validation, and testing activities along themodel lifecycle. As modelers move from tool to tool, they
never lose the ability to evaluate model quality. The ability to transfer model testing information between modeling
tools also reduces the startup costs of using the model verification, validation, and testing capabilities of a tool.

The JigCell modeling environment is an integrated environment for building models of biochemical reaction net-
works. JigCell is comprehensive with respect to the revisedmodeling process of Section 3.3. However, the JigCell
modeling environment does not tightly couple its applications and is not cohesive. Although one JigCell application
can read the model data that another one of the applications created, the modeler has no effective way to move between
the applications. Moreover, the applications of JigCell frequently discard the results of model testing, preventing other
applications from examining the model tests that the application performed and the results of those tests.

Maintaining a model test plan

The core of a model test plan is a repeatable collection of scenarios for model testing. A scenario, called a test
case, describes a sequence of actions to perform on the modeland an expected outcome for each action. The term
‘failure’ for a model test indicates a problem in the model rather than the model test. If the model contains stochastic
components, then the description of the expected outcome iscomplex. Non-deterministic models can produce many
equally correct outputs from a single set of inputs. When this occurs, the model test must treat the observations of
model behavior as coming from a sample space and statistically analyze the results.

Documenting that a model passes its test plan and justifyingwhy these test cases demonstrate that the model is
suitable for a particular purpose improves model credibility. By maintaining a model test plan, the next user of the
model benefits from the body of evidence that the modeler developed during model accreditation [43]. Balci et al. [23]
give an organization for a formal and comprehensive plan of testing and accreditation. This level of detail is not
necessary for all uses of a model. However, it is instructiveto review the types of information that the modeler can
collect during model testing.

Maintaining a model test plan also assists the domain expertin developing the model. During the model devel-
opment process, a modeler iterates between refinement and evaluation of the model. Without a repeatable test plan,
model verification, validation, and testing is a scatter-shot approach that is unlikely to add significant value. Modelers
can measure their progress during model development by using modeling tools that support test plans.

The JigCell modeling environment provides uneven support for building model test plans. Although the JigCell
Comparator, which specializes in performing model verification, validation, and testing, almost entirely focuses on
building test plans, the other JigCell applications provide minimal support for this technique. A modeler using the
JigCell Model Builder or Run Manager has no means of recording the tests that they perform on the model or the
results of those tests. Although the JigCell applications perform some model tests automatically, there is no way to
identify the version of the applications that the modeler used or whether the model passed the tests.

Actively monitoring model quality

A modeler must perform model verification, validation, and testing throughout the model lifecycle. The early detec-
tion and correction of errors reduces the total cost of producing a correct model. When the modeler leaves errors
uncorrected, the errors can cascade until it is too late to doanything but restart the modeling process. Modeling tools
that continuously and actively search for model errors aid the domain expert by reducing the need to diagnose and
debug the cause of an error. Ideally, a modeling tool detectsand reports an error immediately after its introduction,
allowing the modeler to fix the error before it spreads to other parts of the model. Balci [19] gives a comprehensive list
of model verification and validation techniques and their applicability to the model lifecycle. Since the modeler can
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use many of these techniques only during a specific part of themodel lifecycle, it is often necessary for a modeling
tool to combine several techniques to provide full coverage.

Having a computer-understandable model test plan allows for automation of model testing. Automatic test plan
evaluation encourages the modeler to perform testing more frequently and the modeling tool can incorporate the test
plan into the continuously run tests for model quality [9]. However, automatic evaluation of a test plan has cost in terms
of the time that the modeler spends specifying the test plan and the time that the modeling tool spends executing the
test plan. Overstreet [110] notes that the cost of automatictest plan evaluation can make this automation unattractive
even when model correctness is crucial.

The JigCell modeling environment has little support for actively monitoring the quality of a model. Although
the JigCell Comparator supports automatic test plan evaluation, the modeler must explicitly instruct the applicationto
begin model testing. Performing a test plan for a typical biological model has significant cost. The JigCell applications
cannot execute a model test plan while the user is interactively editing the model.

Diagnosing model errors with a knowledge base

Determining the reason that a model test fails and localizing the model fault is particularly difficult. Improving the skill
of diagnosing or debugging the source of error in a model is hard. In general software programming, fault localization
is the most difficult part of debugging and requires extensive knowledge to perform [50]. For a domain expert working
on a model, this can result in an excessive expenditure of time correcting model errors.

The tenet of knowledge bases is that modelers generally do not build models to solve a particular problem and then
entirely discard those models. Instead, modelers can reusethe knowledge that they generated by building a model
in a domain by treating the creation of successive models as an ongoing process [48]. A knowledge base records
the experience gained by a domain expert or modeling and simulation specialist when performing model diagnosis.
Another modeler or domain expert can then research this information when attempting to build or modify a model.

Birta and Ozmizrak [31] describe using a knowledge base to generate new experiments and model tests. This pro-
vides similar support for model diagnosis while reducing the need for the domain expert to construct a comprehensive
suite of model test cases.

The JigCell modeling environment originally planned to construct a database of past modeling activities. Modelers
could search within this database for situations similar totheir current problem and discover what other modelers
attempted previously. However, the JigCell modeling environment never incorporated archival storage or retrieval of
modeling activities. The cost of archiving the configuration data and results is similar to, and in some cases in excess
of, the cost of performing those modeling activities again.Moreover, the design space of a typical biological model
is vast. It is unlikely that modelers encountered enough similar circumstances previously to give rational advice about
how to solve a particular modeling problem. The JigCell modeling environment does not currently have any support
for diagnosing model errors with a knowledge base. Instead,the JigCell modeling environment relies on making
model experimentation cheap to allow the modeler to quicklyexplore many different ideas for fixing a model error.

Keeping historical records of model development and testing

Historical records of model development and testing provide crucial information about the modeling process. Keeping
a historical record assists with the credibility of a model and is useful for planning future modeling tasks. A modeling
tool adds information to the historical record whenever themodeler transforms, modifies, or tests the model. The
modeler can then use the historical record in support of automated testing, which also helps the domain expert review
model verification, validation, and testing methods. Having a historical record makes the model more accessible to
experimentation. A historical record lists past experiments done with a model and makes it easier to undo model
changes after the modeler detects an error.

WBCSim [62] is a simulation problem-solving environment for wood-based composite models. The intended users
of WBCSim are manufacturers and wood scientists. Users construct a wood composite model, perform experiments
on the model, and receive visualizations of the experimental results. The addition of a historical record to WBCSim
improved usability by allowing searches and comparisons ofpast model experiments [128]. A database stores notes
from the modeler, model modifications, simulation setup, and simulation results.
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The JigCell modeling environment has minimal support for keeping a historical record of model development and
testing. As Section 4.4.2 described, modelers can save the results of model tests in the JigCell Comparator for later
viewing and analysis. However, the JigCell Comparator onlyrecords the result of a model test, discarding all other data
that the modeler may need to interpret the test results. For typical biological models, a model test produces too much
data to permanently archive. Moreover, the other JigCell applications do not keep any records of model development
and testing. Modelers must manually record the model history or test results that they feel are important.

Presenting multiple visualizations of models and model outputs

Visualizations are graphical representations of models and model results. Graphical model representations, such as
block diagrams, are useful for communicating the high-level relationships in a model [120]. Animations and plots are
common examples of visualizations of model outputs. Graphical representations often combine with textual repre-
sentations. The graphical representation depicts the structure of the model, and the textual representation fills out the
details. Sanchez and Langley [118] present an example of this hybrid modeling approach.

The use of visualizations improves understandability by distinctively representing patterns that the modeler con-
siders important. Visualizations aid model verification, validation, and testing by making models and model results
more understandable and by clearly showing the incorrect behavior when the model is not working correctly [32].
Visualizations reduce the need for the domain expert to master the technical and abstruse specification languages that
modeling and simulation specialists often use for models. However, it is important to remember that the simplicity of
visualization can come from hiding important model details. A poorly chosen visualization may give the modeler a
misleading impression of the model.

One concern about providing multiple visualizations for a model is the expense of maintaining multiple model
representations. Modeling tools can avoid this expense by maintaining a single model from which they generate
multiple presentations. Padmanaban, Benjamin, and Mayer [111] illustrate the use of a knowledge base to store
pertinent data about a model, which modeling tools can then use to create different model views. This approach
prevents the introduction of inconsistencies between model representations. Otherwise, it is necessary to evaluate
whether the improvement to model understandability is worth the increased cost of development and execution. Nance,
Overstreet, and Page [104] report that modeling tools can eliminate the redundancy of multiple model representations
automatically in some cases, significantly improving the execution time.

The JigCell modeling environment provides several means ofvisualizing models and model results, although
modelers make use of these capabilities rarely. Section 4.4described the visualization methods available in the Jig-
Cell Comparator, including Compare2. The JigCell Model Builder uses the standardized SBML language to allow
modelers to work with the model in a spreadsheet form while using other modeling applications that have graphical
representations. Although both representations reside inthe same model file, there is substantial duplication between
the graphical and mathematical forms. The graphical form ofthe model is fragile and does not automatically update
after changes to the mathematical model. The modeler must fixthe resulting inconsistencies manually.

5.3 Collecting and Checking User Requirements

The remainder of this chapter discusses collecting user requirements and evaluates the JigCell modeling environment
using those requirements. As the name implies, user requirements are the stated needs of the intended users. The
intended users of the JigCell modeling environment are biological modelers that build large models of biochemical
reaction networks. The models that these modelers build follow the approximations that Section 2.5 described, making
the models suitable for description by ordinary differential equations. Although the intended users of the JigCell
modeling environment are not necessarily expert biological modelers, JigCell presently does not specifically focus on
supporting novice modelers. Supporting novice modelers would require additional user requirements.

The primary means of collecting user requirements is to interview users. The user requirements in this dissertation
come from interviews of the same modeling group as the original modeling process in Section 3.1. Users initially
participated in an unstructured interview session in whichthey discussed their concerns about software features. The
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development of the requirements specification was iterative. After each interview session, users received for comment
a requirements specification based on the needs that they expressed during the session.

This requirements specification consists of two types of requirements. Feature requirements are qualitative require-
ments that specify a particular action that a modeling tool should perform. Performance requirements are quantitative
requirements that specify a minimum capacity or limit for a modeling tool.

Collecting user requirements is difficult because a requirements specification needs a well-defined scope and con-
sistent level of detail. The scope of this requirements specification is the revised modeling process of Section 3.3,
which the JigCell modeling environment implements. Therefore, this dissertation states user requirements in terms
of the revised modeling process even though the user may havespecified their requirements in terms of the JigCell
applications. The level of detail of this requirements specification is “features that correspond to significant model
actions”. An average feature requirement should correspond to at least several weeks of developer time to implement
but no more than several months. Therefore, a single featurerequirement may aggregate several specific but small
requests by users. Conversely, a single challenging user request can lead to multiple feature requirements.

Benchmarking

This dissertation tests support for user performance requirements through benchmarking. A benchmark is a well-
defined standard of measurement that an experimentalist canrepeatably apply to a software program to obtain a quan-
titative result. A user performance requirement consists of a benchmark methodology that explains how to perform
the benchmark and a benchmark target that gives a threshold of acceptability for the benchmark result. The following
benchmark methodology and targets apply to all of the benchmarks in this dissertation.

• A benchmark measures real elapsed times, with a resolution of no worse than one second.

• A benchmark program must not use more than 75% of the physicalmemory of the machine and must not use
more than one gigabyte of physical memory regardless of the available quantity of physical memory.

• A benchmark program must not use more than one gigabyte of disk space.

• A benchmark program that produces an answer must produce theexpected correct answer.

• A benchmark program must not experience a program fault during or after the benchmark run.

• A benchmark program must leave the modeling tool in a usable condition after the benchmark run.

• A benchmark program must not degrade or disable the user interface, or otherwise perform less work than
performing the equivalent operations through normal user interaction.

This dissertation uses a single reference machine for performing benchmarks. Table 5.2 gives the software config-
uration of the reference machine and Table 5.3 gives the hardware configuration.

Table 5.2: Configuration of the test environment software for the benchmark reference machine.

Program JigCell version 6.0.5
Compiler IBM Jikes Java compiler version 1.22
Optimizer Sun Java HotSpot Client VM version 1.5.0.04-b05,mixed mode
Runtime Sun Java Runtime Environment SE version 1.5.0.04-b05
Operating System Microsoft Windows XP Service Pack 2

The reference machine ran benchmarks with the Intel processor HyperThreading extensions enabled. There is
little measurable difference between running the benchmarks with the Intel HyperThreading extensions enabled and
disabled. The modeling tools use a single thread almost exclusively during each benchmark run.

Benchmarks used the high-performance system timer, which has at least microsecond resolution. The bench-
marks configured the Java runtime environment to terminate the benchmark program after allocating more than 75%
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Table 5.3: Configuration of the test environment hardware for the benchmark reference machine.

Processor Intel Pentium 4 stepping D1
3.2 GHz clock speed
800 MHz front side bus speed

Cache 8 KB L1 data
12 KB L1 instruction
512 KB L2 unified

Memory 1 GB DDR2700 RAM
Disk 80 GB capacity

100 MB/s interface bandwidth
49.3 MB/s average transfer rate
19.2 ms access time

(768 MB) of the physical memory of the machine. The benchmarkresults note the peak heap allocation size during the
benchmark run, taken observationally. Note that the peak heap allocation size is not necessarily the amount of mem-
ory that the benchmark requires as the Java runtime environment can defer reclaiming freed objects. Additionally, the
benchmark results estimate a lower bound on the heap allocation size by setting the heap allocation limit progressively
lower until the benchmark fails due to memory exhaustion.

5.4 User Requirements for Model Building

This requirements specification defines benchmark models interms of SBML Level 2 Version 1. However, model-
ing tools do not have to support SBML. Modeling tools that support a different model representation format should
appropriately translate the benchmark models to their storage format.

A model consists of a name, description, list of compartments, list of chemical species, and list of chemical
reactions. The size of a benchmark model is the number of chemical reactions. Each compartment has a unique
identifier, name, description, size, and topology. A benchmark model has a single, three-dimensional compartment
with unit size. Each chemical reaction has a unique identifier, name, kinetic formula, and parameters. The kinetic
formulas for the chemical reactions are simple mass action kinetic formulas (kiSi for the ith chemical reaction).
Reactions are irreversible. Each parameter,ki = 1/(i+2), has a unique identifier, name, description, and value. Each
chemical species has a unique identifier, name, description, containing compartment, and initial amount. The initial
amount for every chemical species is1.0. The single compartment of the model contains all of the chemical species.

Model Building Performance

(1) The model building tool should support a benchmark modelcontaining at least 1000 chemical reactions.

Analysis: The model loading benchmark measures whether the JigCell Model Builder supports a model. The JigCell
Model Builder supports a model if the loading time is less than 300 seconds. The procedure for measuring model
loading performance is:

1. Create a test model containingN chemical reactions,

2. write the test model to disk,

3. and read the test model from disk.

The benchmark time is the time to execute Step 3.

The JigCell Model Builder passes this benchmark. The time toload a model containing 1000 chemical reactions is
2.6 seconds, using between 32 MB and 66 MB of memory and 757 KB of disk space. Figure 5.1 shows a graph
of the timing data interpolated between the measurement points. Although parsing the model initially dominates the
benchmark time, detecting conservation relations increasingly dominates as the model becomes larger.
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Figure 5.1: Time to load a model in the JigCell Model Builder against the number of chemical reactions. The bench-
mark target is to load a model containing 1000 chemical reactions within 300 seconds.
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(2) The model building tool should support entering a chemical reaction in less than two minutes.

Analysis: The chemical reaction entry benchmark measures whether theJigCell Model Builder supports entering a
new chemical reaction. The JigCell Model Builder supports entering a chemical reaction if the expended time is less
than 120 seconds for a model containing 200 chemical reactions. The procedure for measuring chemical reaction entry
performance is:

1. Create a test model containingN chemical reactions,

2. write the test model to disk,

3. read the test model from disk,

4. add chemical speciesN + 1,

5. add chemical reactionN + 1,

6. add parameterN + 1,

7. and write the test model to disk.

The benchmark time is the cumulative times to execute Step 3 through Step 7.

The JigCell Model Builder does not pass this benchmark. The JigCell Model Builder terminates abnormally while
executing the benchmark. As the previous version of the JigCell Model Builder finished this benchmark successfully,
this defect is new. The previous version of the JigCell ModelBuilder met this requirement.

Model Building Functionality

(3) The model building tool should support a standard interchange language for representing models. Support of
a standard interchange language includes the ability to read, but not necessarily display, any valid model using the
language and the ability to reject invalid models. The modelbuilding tool must use the interchange language as its
native language for saving models.

Analysis: The JigCell Model Builder meets this requirement. Section 4.2 described the exclusive use of SBML
Level 2 Version 1 by the JigCell Model Builder.
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(4) The model building tool should support displaying a wiring diagram for the model. The model building tool
does not need to display the wiring diagram unless the user requests one for a model.

Analysis: The JigCell Model Builder does not meet this requirement. The JigCell project previously planned to
integrate the Model Builder with another model building tool that supports wiring diagrams. However, the JigCell
Model Builder does not attempt this integration, which would require extensive development time.

(5) The model building tool should support highlighting errors in the model while the modeler is working. A model
error includes definitions that the interchange language cannot persist and definitions that will prevent simulation.

Analysis: The JigCell Model Builder does not meet this requirement. The JigCell Model Builder supported this
feature in a previous version. Section 4.5 described the JigCell SBML Parser, which contains routines that verify
model elements. Supporting this requirement in the JigCellModel Builder requires calling the verification routines in
the JigCell SBML Parser. Changing the JigCell Model Builderto call these verification routines is a minor effort.

(6) The model building tool should support verifying that the model structure is consistent. Model verification
includes checking that all references to model elements refer to an element that exists in the model. The references
that the model building tool needs to be check include references to compartments, chemical species, rules, and
parameters in SBML. Additionally, model verification includes checking for invalidly structured models, such as a
cycle between compartment containments.

Analysis: The JigCell Model Builder does not meet this requirement. The JigCell Model Builder supported this
feature in a previous version. The JigCell Model Builder does not support model verification for a few types of model
elements, such as units. Changing the JigCell Model Builderto verify all types of model elements is a minor effort.

(7) The model building tool should support describing models with ordinary and stochastic differential equations.
Specification of ordinary differential equations requiresconstructing the right-hand side of the equation. The model
building tool must not have unreasonable limits on the number or size of terms on the right-hand sides of the differential
equations. Specification of stochastic differential equations requires an additional noise function for the equation.

Analysis: The JigCell Model Builder does not meet this requirement. Although the JigCell Model Builder supports
ordinary differential equations, neither the Model Builder nor the SBML language supports stochastic differential
equations. Supporting stochastic differential equationswith an SBML model is a major effort.

(8) The model building tool should support creating differential equations from the chemical reactions and chemical
reaction kinetics of the biochemical reaction network.

Analysis: The JigCell Model Builder meets this requirement. The JigCell Model Builder implements the conversion
process in Section 2.4.1 for constructing ordinary differential equations from a biochemical reaction network.

(9) The model building tool should support displaying the model equations. Possible display formats for equations
include plain-text mathematics, rich-text mathematics such as TEX, and program code.

Analysis: The JigCell Model Builder meets this requirement. Figure 4.3 illustrated the user interface in the JigCell
Model Builder that displays the system of equations.

(10) The model building tool should support detecting conservation relations in the biochemical reaction network.

Analysis: The JigCell Model Builder meets this requirement. As Section 4.2.2 described, the JigCell Model Builder
implements the algorithm in Section 2.4.2 for detecting theconservation relations in a biochemical reaction network.

(11) The model building tool should support importing modelfragments into the current model. Model fragments
are packaged models or components of models. Importation ofa model fragment requires resolving the connection
points between the current model and model fragment.

Analysis: The JigCell Model Builder does not meet this requirement. Supporting model composition requires consid-
erable user interface support in the JigCell Model Builder.Moreover, model composition may require modifications
to the SBML language to support merging model element definitions from separate models.
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(12) The model building tool should support automating the input of similar types of chemical reactions. The model
building tool must support selecting from a catalog of kinetic formulas that the user can customize. The model building
tool must support basic editing functionality, such as cut,copy, and paste.

Analysis: The JigCell Model Builder meets this requirement. Section 4.2 described entering chemical reactions into
the JigCell Model Builder, including reusing previous definitions of chemical reactions and kinetic formulas.

(13) The model building tool should support creating multiple model views that hide levels of detail. A model
view collapses a user-defined collection of chemical species, chemical reactions, or compartments to a single point or
opaque box. The model building tool must display referencesto model elements within a model view.

Analysis: The JigCell Model Builder does not meet this requirement. Itis unlikely that the JigCell Model Builder
could support this requirement without first supporting model composition.

Table 5.4: Current support for model building in the JigCellModel Builder. The JigCell modeling environment
supports six of the requirements and is close to supporting three additional requirements.

# Supported < 4 weeks < 4 months > 4 months

1 •
2 •
3 •
4 •
5 •
6 •
7 •
8 •
9 •
10 •
11 •
12 •
13 •

5.5 User Requirements for Model Execution

A run file consists of a model file name, basal file name, simulator name, simulator control settings, and list of runs.
The size of a benchmark run file is the number of runs. The benchmark model file contains 200 chemical reactions, and
the basal file duplicates the parameter and initial condition values in the model file. The simulator is freely selectable,
and the simulator control settings are the default values for that simulator. Each run has a unique identifier, name,
description, and changes to the parameters and initial conditions. The value of theith model parameter in thejthe run
is 1/(i ∗ j + 2), starting withi = 0 andj = 1. The initial amount of theith model chemical species in thejth run is
1/(i + j + 2), starting withi = 0 andj = 1.

Model Execution Performance

(14) The model execution tool should support a benchmark runfile containing at least 10000 runs. The number of
runs is typically larger than the number of chemical reactions in the model.

Analysis: The run file loading benchmark measures whether the JigCell Run Manager supports a run file. The JigCell
Run Manager supports a run file if the loading time is less than300 seconds. The procedure for measuring run file
loading performance is:

1. Create a test model containing 200 chemical reactions,

2. write the test model to disk,
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3. create a test run file containingN runs,

4. write the test run file to disk,

5. and read the test run file from disk.

The benchmark time is the time to execute Step 5.

The JigCell Run Manager passes this benchmark. The time to load a run file containing 10000 runs is 0.6 seconds,
using between 8 MB and 18 MB of memory and 3456 KB of disk space.Figure 5.2 shows a graph of the timing data
interpolated between the measurement points.

Figure 5.2: Time to load a run file in the JigCell Run Manager against the number of runs. The benchmark target is to
load a run file containing 10000 runs within 300 seconds.
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(15) The model execution tool should support entering a run in less than five minutes.

Analysis: The run entry benchmark measures whether the JigCell Run Manager supports entering a new run. The
JigCell Run Manager supports entering a run if the expended time is less than 300 seconds for a run file containing
2000 runs. The procedure for measuring run entry performance is:

1. Create a test model containing 200 chemical reactions,

2. write the test model to disk,

3. create a test run file containingN runs,

4. write the test run file to disk,

5. read the test run file from disk,

6. add runN + 1,

7. and write the test run file to disk.

The benchmark time is the cumulative times to execute Step 5 through Step 7.

The JigCell Run Manager passes this benchmark. The time to enter a run into a run file containing 2000 runs is 0.5
seconds, using between 8 MB and 15 MB of memory and 934 KB of disk space. Figure 5.3 shows a graph of the
timing data interpolated between the measurement points.
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Figure 5.3: Time to enter a run into a run file in the JigCell RunManager against the number of runs. The benchmark
target is to enter a run into a run file containing 2000 runs within 300 seconds.
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(16) The model execution tool should support executing a single run for a preliminary model in less than one minute.

Analysis: The run execution benchmark measures whether the JigCell Run Manager supports executing a run for a
preliminary model. The JigCell Run Manager supports executing a run for a preliminary model if the expended time
is less than 60 seconds for a run file containing 2000 runs. Theprocedure for measuring run execution performance is:

1. Create a test model containing 200 chemical reactions,

2. write the test model to disk,

3. create a test run file containingN runs,

4. write the test run file to disk,

5. read the test run file from disk,

6. and execute the first run.

The benchmark time is the cumulative times to execute Step 5 through Step 6.

The JigCell Run Manager passes this benchmark. The time to execute a run for a run file containing 2000 runs is 10.0
seconds, using between 8 MB and 12 MB of memory and 1015 KB of disk space. Figure 5.4 shows a graph of the
timing data interpolated between the measurement points. At this number of runs, the time to perform the simulation
entirely dominates the benchmark time. Although the JigCell Run Manager currently supports executing runs, there
is no way to access this command from the user interface. Oncethe JigCell Run Manager supplies a user interface for
this functionality, the benchmark time will likely increase slightly.

(17) The model execution tool should support changing a single parameter or initial condition value in less than one
minute. Modelers make frequent changes to parameter and initial condition values during parameter twiddling.

Analysis: The run modification benchmark measures whether the JigCellRun Manager supports changing a single
parameter or initial condition value. The JigCell Run Manager supports changing a single parameter or initial condition
value if the expended time is less than 60 seconds for a run filecontaining 2000 runs. The procedure for measuring
run modification performance is:

1. Create a test model containing 200 chemical reactions,
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Figure 5.4: Time to execute a run in the JigCell Run Manager against the number of runs. The benchmark target is
to execute a run in a run file containing 2000 runs within 60 seconds. Invoking and running the simulation program
dominates the benchmark at this number of runs, causing a small, random fluctuation in the time spent.
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2. write the test model to disk,

3. create a test run file containingN runs,

4. write the test run file to disk,

5. read the test run file from disk,

6. set the parameter for the first chemical reaction in the first run to 0.0,

7. set the initial condition for the first chemical species inthe first run to 0.0,

8. and write the test run file to disk.

The benchmark time is the cumulative times to execute Step 5 through Step 8.

The JigCell Run Manager passes this benchmark. The time to change a single parameter or initial condition value in
a run file containing 2000 runs is 0.5 seconds, using between 8MB and 11 MB of memory and 934 KB of disk space.
Figure 5.5 shows a graph of the timing data interpolated between the measurement points.

Model Execution Functionality

(18) The model execution tool should support multiple simulators. Supporting a simulator requires registering the
simulation program with the model execution tool and querying the simulator about its control settings.

Analysis: The JigCell Run Manager meets this requirement. Section 4.5described the Simulator API that supports
registering simulators and querying simulators about their control settings, and Section 4.3 described the use of the
Simulator API by the JigCell Run Manager.

(19) The model execution tool should support configuring simulator control settings. The model execution tool must
display the known control settings for a simulator and persist the control setting changes for a run within the run file.

Analysis: The JigCell Run Manager meets this requirement. Figure 4.8 showed the user interface for editing simulator
control settings in the JigCell Run Manager after selectingthe XPPAUT simulator.
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Figure 5.5: Time to change a single parameter or initial condition value in a run file against the number of runs. The
benchmark target is to change a single parameter or initial condition value for a run in a run file containing 2000 runs
within 60 seconds.
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(20) The model execution tool should support validating thesuitability of the model and simulator configuration.
Simulators cannot accurately execute every model. Additionally, some simulation programs further restrict the class
of suitable models according to the simulator control settings. The model execution tool must check the model for
suitability prior to execution.

Analysis: The JigCell Run Manager does not meet this requirement. The SBML language does not support describing
the simulation features that a model needs, and the Simulator API does not support describing the simulation features
that a simulator provides. Supporting this requirement would require significant changes to the SBML language,
Simulator API, and JigCell Run Manager.

(21) The model execution tool should support inheritance ofparameters and initial conditions. Updates to a parameter
or initial condition value propagate to all of the derived runs that do not explicitly override the value for that setting.

Analysis: The JigCell Run Manager meets this requirement. Section 4.3described constructing ensembles of runs in
the JigCell Run Manager that inherit parameter and initial condition changes between runs.

(22) The model execution tool should support highlighting errors in the configuration while working. An error
includes a missing or illegal value for the model, simulator, simulator control settings, basal parameters and initial
conditions, or parameter and initial condition changes of arun.

Analysis: The JigCell Run Manager does not meet this requirement. The JigCell Run Manager could easily validate
the model, simulator, basal parameters and initial conditions, and parameter and initial condition changes and apply
highlighting to those portions of the user interface. Although the Simulator API provides an indication of the valid
range of simulator control settings, the JigCell Run Manager does not make use of this information.

(23) The model execution tool should support updating the run file when the model file changes. The model execution
tool must propagate changes to the model to all runs that use that model.

Analysis: The JigCell Run Manager meets this requirement. The JigCellRun Manager rereads the model each time
a run needs model information.

(24) The model execution tool should support importing parameter and initial condition sets from the model. When
a model provides parameter or initial condition values, themodel execution tool must permit the user to transfer the
values in the model to the basal parameters and initial conditions.
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Analysis: The JigCell Run Manager meets this requirement. As Section 4.3 mentioned, the JigCell Run Manager has
a command that creates a basal file from the parameter and initial condition values in the model.

(25) The model execution tool should support executing a single simulation run and displaying its output. The model
execution tool does not need to support executing runs that fail validation. The model execution tool must display the
results of a run in a tabular or graphical form for the user to review.

Analysis: The JigCell Run Manager does not meet this requirement. The JigCell Run Manager supported this
feature in a previous version. The JigCell modeling environment includes libraries for executing simulation runs and
displaying plots, which Section 4.5 described in detail. Supporting this requirement in the JigCell Run Manager user
interface is a minor effort.

Table 5.5: Current support for model execution in the JigCell Run Manager. The JigCell modeling environment
supports nine of the requirements and is close to supportingone additional requirements.

# Supported < 4 weeks < 4 months > 4 months

14 •
15 •
16 •
17 •
18 •
19 •
20 •
21 •
22 •
23 •
24 •
25 •

5.6 User Requirements for Model Analysis

An experiment set is a collection of experiments. The size ofan experiment set is the number of experiments. Each
experiment has a unique identifier, name, experimental observation, type, and description. The experimental observa-
tion is four observations of a two-variable time series. Thetype identifies the experimental observation as a time series
and names the variables.

A transform set is a collection of transforms and a mapping function from experiment names to transforms. The
size of a transform set is the number of mappings from experiment names to transforms. Each transform has a unique
identifier, name, and procedural description. The procedural description is a program built from primitive transforms,
including the control settings that the primitive transforms use and a reference to the transforms that supply input. The
transform procedure for each named experiment consists of two primitive transforms and requires one parameter. The
first transform receives input from the second transform; the second transform does not require input. The output of
the transform procedure is a time series in the same format asthe experimental observation.

An objective set is a collection of objective functions and amapping function from experiment names to objective
functions. The size of an objective set is the number of mappings from experiment names to objectives. Each objective
function has a unique identifier, name, and procedural description. The procedural description is a program that
specifies the objective function code and the control settings that the objective function code uses. The objective
procedure for each named experiment requires one parameter.

Model Analysis Performance

(26) The model analysis tool should support an experiment set containing at least 10000 experiments. The number
of experiments typically is similar to the number of runs.
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Analysis: The experiment set loading benchmark measures whether the JigCell Comparator supports an experiment
set. The JigCell Comparator supports an experiment set if the loading time is less than 300 seconds. The procedure
for measuring experiment set loading performance is:

1. Create a test experiment set containingN experiments,

2. write the test experiment set to disk,

3. and read the test experiment set from disk.

The benchmark time is the time to execute Step 3.

The JigCell Comparator passes this benchmark. The time to load an experiment set containing 10000 experiments is
4.8 seconds, using between 16 MB and 31 MB of memory and 5010 KBof disk space. Figure 5.6 shows a graph of
the timing data interpolated between the measurement points.

Figure 5.6: Time to load an experiment set in the JigCell Comparator against the number of experiments. The bench-
mark target is to load an experiment set containing 10000 experiments within 300 seconds.
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(27) The model analysis tool should support a transform set containing at least 2000 distinct transforms. Each
different experimental data format needs its own transform. Additionally, some experimental protocols require the use
of a specialized transformation procedure.

Analysis: The transform set loading benchmark measures whether the JigCell Comparator supports a transform set.
The JigCell Comparator supports a transform set if the loading time is less than 300 seconds for an experiment set
containing 2000 experiments. The procedure for measuring transform set loading performance is:

1. Create a test experiment set containing 2000 experiments,

2. write the test experiment set to disk,

3. create a test transform set containingN transforms,

4. write the test transform set to disk,

5. read the test experiment set from disk,

6. and read the test transform set from disk.
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The benchmark time is the time to execute Step 6.

The JigCell Comparator passes this benchmark. The time to load a transform set containing 2000 distinct transforms
is 4.9 seconds, using between 16 MB and 21 MB of memory and 3515KB of disk space. Figure 5.7 shows a graph of
the timing data interpolated between the measurement points.

Figure 5.7: Time to load a transform set in the JigCell Comparator against the number of transforms. The benchmark
target is to load a transform set containing 2000 distinct transforms within 300 seconds.
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(28) The model analysis tool should support an objective setcontaining at least 2000 distinct objective functions.
Each different experimental data format needs its own objective function.

Analysis: The objective set loading benchmark measures whether the JigCell Comparator supports an objective set.
The JigCell Comparator supports an objective set if the loading time is less than 300 seconds for an experiment set
containing 2000 experiments. The procedure for measuring objective set loading performance is:

1. Create a test experiment set containing 2000 experiments,

2. write the test experiment set to disk,

3. create a test transform set containingN transforms,

4. write the test transform set to disk,

5. create a test objective set containingN objectives,

6. write the test objective set to disk,

7. read the test experiment set from disk,

8. read the test transform set from disk,

9. and read the test objective set from disk.

The benchmark time is the time to execute Step 9.

The JigCell Comparator passes this benchmark. The time to load an objective set containing 2000 distinct objective
functions is 1.9 seconds, using between 16 MB and 25 MB of memory and 5536 KB of disk space. Figure 5.8 shows
a graph of the timing data interpolated between the measurement points.
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Figure 5.8: Time to load an objective set in the JigCell Comparator against the number of objective functions. The
benchmark target is to load an objective set containing 2000distinct objective functions within 300 seconds.
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(29) The model analysis tool should support entering an experimental observation in less than two minutes.

Analysis: The experiment entry benchmark measures whether the JigCell Comparator supports entering an exper-
imental observation. The JigCell Comparator supports entering an experimental observation if the expended time is
less than 120 seconds for an experiment set containing 2000 experiments. The procedure for measuring experiment
entry performance is:

1. Create a test experiment set containingN experiments,

2. write the test experiment set to disk,

3. read the test experiment set from disk,

4. add experimentN + 1,

5. and write the test experiment set to disk.

The benchmark time is the cumulative time to execute Step 3 through Step 5.

The JigCell Comparator passes this benchmark. The time to enter an experimental observation into an experiment set
containing 2000 experiments is 2.4 seconds, using between 8MB and 15 MB of memory and 997 KB of disk space.
Figure 5.9 shows a graph of the timing data interpolated between the measurement points.

(30) The model analysis tool should support configuring a comparison in less than five minutes. The configuration
time does not include the time spent programming transforms, objective functions, or data types.

Analysis: The experiment configuration benchmark measures whether the JigCell Comparator supports configuring a
comparison. The JigCell Comparator supports configuring a comparison if the expended time is less than 300 seconds
to configure a comparison with an experiment set containing 2000 experiments, a transform set containing 2000
distinct transforms, and an objective set containing 2000 distinct objective functions. The procedure for measuring
experiment configuration performance is:

1. Create a test experiment set containingN experiments,

2. write the test experiment set to disk,

3. create a test transform set containingN − 1 transforms,
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Figure 5.9: Time to enter an experimental observation into an experiment set in the JigCell Comparator against the
number of experiments. The benchmark target is to enter an experimental observation into an experiment set containing
2000 experiments within 120 seconds.
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4. write the test transform set to disk,

5. create a test objective set containingN − 1 objectives,

6. write the test objective set to disk,

7. read the test experiment set from disk,

8. read the test transform set from disk,

9. create transformN ,

10. add transformN to experimentN ,

11. write the test transform set to disk,

12. read the test objective set from disk,

13. create objectiveN ,

14. add objectiveN to experimentN ,

15. and write the test objective set to disk.

The benchmark time is the cumulative time to execute Step 7 through Step 15.

The JigCell Comparator passes this benchmark. The time to configure a comparison with an experiment set con-
taining 2000 experiments, a transform set containing 2000 distinct transforms, and an objective set containing 2000
distinct objective functions is 20.9 seconds, using between 32 MB and 35 MB of memory and 5536 KB of disk space.
Figure 5.10 shows a graph of the timing data interpolated between the measurement points.

Model Analysis Functionality

(31) The model analysis tool should support dividing experimental observations into multiple pieces. An experimen-
tal observation is frequently a collection of data, such as atime series or multiple related observations. The model
analysis tool must support complex data types that allow independent addressing of each scalar element.

Analysis: The JigCell Comparator meets this requirement. Section 4.4.1 and Section 4.5 described the list-of-lists
format that the JigCell Comparator uses to represent complex data types for experimental observations.
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Figure 5.10: Time to configure a comparison in the JigCell Comparator against the number of experiments. The
benchmark target is to configure a comparison with an experiment set containing 2000 experiments, a transform
set containing 2000 distinct transforms, and an objective set containing 2000 distinct objective functions within 300
seconds.
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(32) The model analysis tool should support using both ownedand external experimental observations. Owned
experimental observations are observations for which the model analysis tool has control of the storage. External
experimental observations are observations for which someprogram independent of the model analysis tool has control
of the storage. The model analysis tool must make the consumption of owned and external experimental observations
transparent to the user.

Analysis: The JigCell Comparator meets this requirement. The JigCellComparator supports executing code while
loading an experiment set. The code for an experiment set canreference external experimental observations, making
those experimental observations available as if the experiment set stored the experimental observations directly.

(33) The model analysis tool should support references in the experimental observations that refer back to source
information.

Analysis: The JigCell Comparator meets this requirement. The format for experimental observations in the JigCell
Comparator includes a field where the user can enter reference information. Figure 4.9 shows an example of the user
using this field to record literature references.

(34) The model analysis tool should support assigning typesto experimental observations, transform inputs and
results, and objective function inputs. The model analysistool must allow the user or code author to specify the data
type, including complex data types if the model analysis tool supports that feature. Complex data types must support
a type for each scalar value in the experimental observation.

Analysis: The JigCell Comparator meets this requirement. Experimental data, transforms, and objective functions
have types that describe their format. Figure 4.9 shows the ‘Value Type’ column that declares the data type for a
comparison. Section 6.2.1 gives an example of assigning type information to complex data types.

(35) The model analysis tool should support highlighting type errors while the user works. A type error occurs when
the experimental observation, transform, or objective function does not match the declared type.

Analysis: The JigCell Comparator meets this requirement. Figure 4.11shows the JigCell Comparator highlighting
the ‘Value Type’ column of a comparison to indicate a type error. In that example, the ‘MPF activation/inactivation’
experiment has a declared type ‘MPF thresholds’ but the objective function ‘WOSS’ expects a time series.
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(36) The model analysis tool should support independent definition of the experimental observations, transforms, and
objective functions. The definitions of transforms and objective functions, including control settings and source code,
must reside separately from experimental observations. The model analysis tool must connect transforms and objective
functions to experimental observations without relying onidentifiers that derive from user-controllable properties.

Analysis: The JigCell Comparator meets this requirement. The JigCellComparator stores experimental observations,
transform, objective functions, and program code separately. Each experimental observation, transform, and objective
function has a randomly-generated globally unique identifier for cross-referencing.

(37) The model analysis tool should support updating transforms that perform runs when the run file changes. The
model analysis tool must propagate changes to the run file to all transforms that use those runs.

Analysis: The JigCell Comparator meets this requirement. The JigCellComparator rereads the run file each time a
transform needs information about a run.

(38) The model analysis tool should support unattended execution. An error in the execution of one transform or
objective function must not prevent the execution of independent transforms and objective functions. The model
analysis tool must monitor progress and display progress information and an error report to the user.

Analysis: The JigCell Comparator meets this requirement. Users can select a group of comparisons that the JigCell
Comparator will execute in batch mode. The JigCell Comparator displays the batch progress and provides an error log
that records exceptional conditions.

(39) The model analysis tool should support defining a named group of comparisons. Biological modelers frequently
rely on particular collections of comparisons to give an early test of model fitness during parameter twiddling. The
model analysis tool must allow the user to identify a group ofcomparisons, give that group of comparisons a name,
and persist storage of these named groups across program sessions.

Analysis: The JigCell Comparator does not meet this requirement. Although users can select groups of comparisons,
the JigCell Comparator does not support giving names to these groups and does not record the groups for future use.
The experiment set file format can store the membership of experimental observations in groups, and adding support
for groups to the JigCell Comparator user interface is a minor effort.

(40) The model analysis tool should support user-defined transforms, objective functions, and data types. It is un-
reasonable to expect that a modeling environment can supplya comprehensive set of transforms, objective functions,
and data types that will satisfy all users. New experimentaltechniques and observations require the creation of novel
data structures and analysis procedures. The model analysis tool must support adding new data types, transforms, and
objective functions without requiring recompilation.

Analysis: The JigCell Comparator meets this requirement. At run time,the JigCell Comparator loads a user-supplied
list of independent program code modules, which can includedata types, transforms, and objective functions. Allen [5]
describes the process for creating new data types, transforms, and objective functions for the JigCell Comparator.

5.7 Other User Requirements

System Requirements

(41) The software system should support constructing a preliminary model in less than five days. A preliminary
model is the initial testable implementation of a modeling hypothesis, containing 5% of the maximum supported num-
ber of chemical reactions and 1% of the maximum supported numbers of runs, experimental observations, transforms,
and objective functions. A preliminary model does not support parameter estimation. Building a preliminary model
does not include time spent programming transforms, objective functions, or data types.

Analysis: The JigCell modeling environment meets this requirement. If the user has an existing wiring diagram,
simulation runs, and experimental observations, then entering this information into the JigCell modeling environment
is straightforward. Modelers have entered models with morethan 100 chemical reactions, runs, and experimental
observations within one day.
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Table 5.6: Current support for model analysis in the JigCellComparator. The JigCell modeling environment supports
fourteen of the requirements and is close to supporting one additional requirement.

# Supported < 4 weeks < 4 months > 4 months

26 •
27 •
28 •
29 •
30 •
31 •
32 •
33 •
34 •
35 •
36 •
37 •
38 •
39 •
40 •

(42) The software system should support organizing a working model over three or more years. A working model
has 20% of the maximum supported numbers of chemical reactions, runs, experimental observations, transforms,
and objective functions. A working model supports parameter estimation and includes data files, historical model
development information, and custom modules for transforms, objective functions, and data types.

Analysis: The JigCell modeling environment does not meet this requirement. Although Section 4.6 described an
application for managing projects and project data, the JigCell modeling environment does not attempt to support
project management. The JigCell modeling environment requires that users organize their own data.

Table 5.7: Current support for system requirements in the JigCell modeling environment. The JigCell modeling
environment supports one of the requirements.

# Supported < 4 weeks < 4 months > 4 months

41 •
42 •

Model Tuning Requirements

(43) The model tuning tool should support configuring a parameter estimation run in less than one day.

Analysis: The experimental tool for parameter estimation does not meet this requirement. Converting the data files
from the JigCell modeling environment for use with parameter estimation requires considerable manual processing.
Moreover, the parameter estimation tool cannot use the transforms and objective functions from the JigCell Compara-
tor, requiring the user to program new modules.

(44) The model tuning tool should support unattended execution. An error in the execution of a run must not prevent
the execution of independent runs. The model tuning tool must monitor progress and display progress information and
an error report to the user.

Analysis: The experimental tool for parameter estimation meets this requirement. The parameter estimator runs
unattended until the program terminates or meets the stopping criteria that the user supplied. The parameter estimator
logs execution results for later viewing.
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(45) The model tuning tool should support returning found parameters to other tools. After a successful parameter
estimation run, there are new values for each of the free parameters. The model tuning tool must support inserting
parameter values found during parameter estimation into a basal file.

Analysis: The experimental tool for parameter estimation meets this requirement. Although the parameter estimator
does not create basal files, the experimental tools include scripts that extract basal files from the parameter estimation
execution log.

(46) The model tuning tool should support weighting the experimental observations. Modelers associate a weight
with each experimental observation that scales the objective function score to indicate their confidence in the accuracy
of the observation. If the model analysis tool uses a compatible objective function that defines these weights, then the
model tuning tool must support importing the weighting datafrom the model analysis data files.

Analysis: The experimental tool for parameter estimation meets this requirement. The parameter estimator multiplies
each objective function score with a scalar weight. The overall model score is the sum of these products. The parameter
estimator does not import weights from the JigCell Comparator data files because the objective functions in the JigCell
Comparator do not define suitable weights.

Table 5.8: Current support for model tuning in the experimental tools. The JigCell modeling environment does not
currently include the experimental tools as part of the standard distribution. The experimental tools support three of
the requirements.

# Supported < 4 weeks < 4 months > 4 months

43 •
44 •
45 •
46 •
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Chapter 6

Case Study of a Budding Yeast Model

The cell division cycle is a central biological process thatdictates how a cell grows and replicates [99, 108]. Misreg-
ulation of the cell cycle process leads to serious diseases and cell death. As Chapter 2 described, this vital process
is highly conserved across eukaryotic organisms [107]. Biologists have previously elucidated the cell cycle control
system in budding yeast (Saccharomyces cerevisiae) in great detail [93, 105]. Due to the highly-conserved nature of
the process, biological modelers can apply the knowledge that they gain about budding yeast to many organisms.

The budding yeast cell cycle is a series of several phases that repeats endlessly. The cell spends a majority of its
time in interphase, the long interval between occurrences of mitosis. A newly born cell starts in the G1 phase. During
the G1 phase, the cell acquires resources and grows until there are suitable conditions for replication. Cells that cannot
commit to replication wait in a resting state until the environmental conditions improve.

After reaching a viable size for replication, the cell transitions to the S phase. During the S phase, the cell syn-
thesizes a new copy of its DNA. After the completion of DNA synthesis, the cell continues to grow until it reaches a
mass of approximately twice its birth size. This phase, known as the G2 phase in the standard cell cycle, is generally
uninteresting in budding yeast. However, the cell soon reaches the end of interphase and begins mitosis, which is the
most physically complex portion of the cell cycle.

Mitosis, also called M phase, is the process of nuclear and cell division. By the end of mitosis, the cell will produce
a complete new copy of itself. At the start of mitosis, the nuclear membrane breaks down and a mitotic spindle forms.
Then, the cell enters metaphase, in which the duplicated chromosomes align themselves along the mitotic spindle.
Next, the cell passes through anaphase and enters telophase. During this period, the pairs of chromosomes separate
and move to the ends of the mitotic spindle, where new nucleuses are forming. Finally, the cell pinches until the mass
of the cell divides. After division, the two cells are again in the G1 phase.

Modelers in the Tyson laboratory have built mathematical models of the budding yeast cell cycle control system
that attempt to reproduce and explain the temporal evolution of cell growth and division using the modeling processes
that Chapter 3 described. These modelers then want to validate the proposed biological mechanism by comparing the
numerical solutions of their differential equations with the observed cellular behavior in the laboratory. Experimental-
ists have made more than100 phenotypic observations of budding yeast mutant strains. Even with a computer solving
the regulating equations, modelers find that evaluating a model by hand is tedious and error-prone.

Chapter 4 introduced the JigCell modeling environment thatsupports automated evaluation of biological models.
Chapter 5 continued examining JigCell and analyzed the capabilities of the modeling environment by comparing the
features that JigCell provides with the features that modelers need and request. The present chapter also aims to
examine JigCell and analyze the capabilities that JigCell provides as a modeling environment. However, instead of
examining JigCell from a requirements perspective, this chapter examines JigCell from an application perspective.
The focus of this chapter is to apply JigCell to a real biological model and quantitatively measure the efficacy of
JigCell for the task of computerized model evaluation.

This chapter presents a case study applying JigCell to a model for cell cycle control in budding yeast. Section 6.1
introduces the biology behind the budding yeast model and summarizes its mathematical structure. Section 6.2 de-
scribes the implementation of the automated model evaluation procedure in JigCell. As Section 4.4 discussed, a model

93
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evaluation procedure requires experimental data, a data transformation procedure that extracts information equivalent
to the experimental data from the model, and an objective function that measures the distance between the experi-
mental data and the output of the data transformation. Section 6.1.2 categorizes the mutant strains that the automated
model evaluation procedure uses for experimental observations and Section 6.2 provides the format for the experi-
mental data, a data transformation procedure, and an objective function. Finally, Section 6.3 presents the results of the
case study. Section 6.3 compares the results of an expert modeler using the manual model evaluation procedure that
Section 3.1 described with an equivalent automated model evaluation procedure in JigCell.
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6.1 Budding Yeast Model

Chen et al. [41] previously developed a model of the budding yeast cell cycle. Figure 6.1 shows their wiring diagram
for the biochemical reaction network that regulates DNA synthesis, bud emergence, and mitosis in budding yeast.

Figure 6.1: Wiring diagram for the budding yeast model by Chen.

As Section 3.1 mentioned, modelers sometimes simplify the wiring diagram by omitting portions of the model
and using abstractions. Figure 6.1 heavily employs such techniques. For example, Chen uses different shapes to
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distinguish the forms of chemical species such asEsp1, Pds1, CKI, Cdc20, andCdh1. Shading and silhouette
indicates the dissociation of chemical species under particular conditions. In some places, a text description of a
function stands in the place of that part of the model. Furthermore, Chen combined several chemical species together
to simplify the model. Cln2 in the model represents bothCln1 andCln2 in the cell. Similarly,Clb5 represents
bothClb5 andClb6, andClb2 represents bothClb1 andClb2. Although Chen does not formalize or describe these
abstractions in detail, understanding the abstractions isessential to understanding the model.

Figure 6.2 shows part of this same budding yeast model in the JigCell Model Builder. The version of the budding
yeast model in the Model Builder consists of94 chemical reaction equations. As Section 4.2 mentioned, theModel
Builder only supports irreversible chemical reactions. However, since nearly all of the pairs of chemical reactions
proceed at asymmetrical rates in the budding yeast model, this restriction is rarely a problem.

Figure 6.2: Some chemical reactions for the budding yeast model of Figure 6.1 in the JigCell Model Builder.

6.1.1 Mathematical Model

The Model Builder translates the biochemical reaction network into a system of differential-algebraic equations with
36 differential equations. There are seven algebraic conservation relations, of which the modeler explicitly created
three and the conservation relation finding algorithm in theModel Builder detected four.

d[MASS]

dt
= µ[MASS]

d[APC-P]
dt

=
ka,apc[Clb2]([APC]T − [APC-P])

Ja,apc+ ([APC]T − [APC-P])
−

ki,apc[APC-P]
Ji,apc+ [APC-P]

d[BUD]

dt
= ks,bud(εbud,n2[Cln2] + εbud,n3[Cln3] + εbud,b5[Clb5])− kd,bud[BUD]

d[C2]

dt
= kas,b2[Clb2][Sic1] + kpp,c1[Cdc14][C2P]− (kdi,b2 + Vd,b2 + Vkp,c1)[C2]

d[C2P]

dt
= Vkp,c1[C2]− (kpp,c1[Cdc14] + kd3,c1+ Vd,b2)[C2P]

d[C5]

dt
= kas,b5[Clb5][Sic1] + kpp,c1[Cdc14][C5P]− (kdi,b5 + Vd,b5 + Vkp,c1)[C5]

d[C5P]

dt
= Vkp,c1[C5]− (kpp,c1[Cdc14] + kd3,c1+ Vd,b5)[C5P]

d[Cdc6]

dt
= (k′

s,f6 + k′′
s,f6[Swi5] + k′′′

s,f6[SBF]) + (Vd,b2 + kdi,f2)[F2] + (Vd,b5 + kdi,f5)[F5] +

kpp,f6[Cdc14][Cdc6P]− (kas,f2[Clb2] + kas,f5[Clb5] + Vkp,f6)[Cdc6]

d[Cdc6P]

dt
= Vkp,f6[Cdc6]− (kpp,f6[Cdc14] + kd3,f6)[Cdc6P] + Vd,b2[F2P] + Vd,b5[F5P]
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d[Cdc14]

dt
= ks,14− kd,14[Cdc14] + (kd,net+ kdi,rent)[RENT] + (kd,net+ kdi,rentp)[RENTP]−

(kas,rent[NET1] + kas,rentp[Net1P])[Cdc14]

d[Cdc14]T
dt

= ks,14− kd,14[Cdc14]T

d[Cdc15]

dt
= (k′

a,15[Tem1]T + (k′′
a,15− k′

a,15)[Tem1] + k′′′
a,15[Cdc14])([Cdc15]T − [Cdc15])− ki,15[Cdc15]

d[Cdc20]

dt
= (k′

a,20+ k′′
a,20[APC-P])([Cdc20]T − [Cdc20])− (kmad2+ kd,20)[Cdc20]

d[Cdc20]T
dt

= k′
s,20+ k′′

s,20[Mcm1]− kd,20[Cdc20]T

d[Cdh1]

dt
= ks,cdh− kd,cdh[Cdh1] +

Va,cdh([Cdh1]T − [Cdh1])

Ja,cdh+ ([Cdh1]T − [Cdh1])
−

Vi,cdh[Cdh1]

Ji,cdh + [Cdh1]

d[Cdh1]T
dt

= ks,cdh− kd,cdh[Cdh1]T

d[Clb2]

dt
= (k′

s,b2+ k′′
s,b2[Mcm1])[MASS] + kdi,b2[C2] + kd3,c1[C2P] + kdi,f2[F2] + kd3,f6[F2P]−

(Vd,b2 + kas,b2[Sic1] + kas,f2[Cdc6])[Clb2]

d[Clb5]

dt
= (k′

s,b5+ k′′
s,b5[SBF])[MASS] + kdi,b5[C5] + kd3,c1[C5P] + kdi,f5[F5] + kd3,f6[F5P]−

(Vd,b5 + kas,b5[Sic1] + kas,f5[Cdc6])[Clb5]

d[Cln2]

dt
= (k′

s,n2+ k′′
s,n2[SBF])[MASS]− kd,n2[Cln2]

d[Esp1]

dt
= (kdi,esp+ Vd,pds)([Esp1]T − [Esp1])− kas,esp[Pds1][Esp1]

d[F2]

dt
= kas,f2[Clb2][Cdc6] + kpp,f6[Cdc14][F2P]− (kdi,f2 + Vd,b2 + Vkp,f6)[F2]

d[F2P]

dt
= Vkp,f6[F2]− (kpp,f6[Cdc14] + kd3,f6 + Vd,b2)[F2P]

d[F5]

dt
= kas,f5[Clb5][Cdc6] + kpp,f6[Cdc14][F5P]− (kdi,f5 + Vd,b5 + Vkp,f6)[F5]

d[F5P]

dt
= Vkp,f6[F5]− (kpp,f6[Cdc14] + kd3,f6 + Vd,b5)[F5P]

d[Net1]

dt
= ks,net− (kd,net+ kas,rent[Cdc14] + Vkp,net)[Net1] + (kd,14 + kdi,rent)[RENT] + Vpp,net[Net1P]

d[Net1]T
dt

= ks,net− kd,net[Net1]T

d[ORI]

dt
= ks,ori(εori,b2[Clb2] + εori,b5[Clb5])− kd,ori[ORI]

d[Pds1]

dt
= k′

s,pds+ k′′
s1,pds[SBF] + k′′

s2,pds[Mcm1] + kdi,esp([Esp1]T − [Esp1])− (Vd,pds+ kas,esp[Esp1])[Pds1]

d[PPX]

dt
= ks,ppx− Vd,ppx[PPX]

d[RENT]

dt
= kas,rent[Cdc14][Net1] + Vpp,net[RENTP]− (kd,14 + kd,net+ kdi,rent + Vkp,net)[RENT]

d[Sic1]

dt
= (k′

s,c1+ k′′
s,c1[Swi5]) + (Vd,b2 + kdi,b2)[C2] + (Vd,b5 + kdi,b5)[C5] + kpp,c1[Cdc14][Sic1P]−

(kas,b2[Clb2] + kas,b5[Clb5] + Vkp,c1)[Sic1]
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d[Sic1P]

dt
= Vkp,c1[Sic1] + Vd,b2[C2P] + Vd,b5[C5P]− (kpp,c1[Cdc14] + kd3,c1)[Sic1P]

d[SPN]

dt
=

ks,spn[Clb2]

Jspn+ [Clb2]
− kd,spn[SPN]

d[Swi5]

dt
= k′

s,swi+ k′′
s,swi[Mcm1] + ka,swi[Cdc14]([Swi5]T − [Swi5])− (kd,swi + ki,swi[Clb2])[Swi5]

d[Swi5]T
dt

= k′
s,swi+ k′′

s,swi[Mcm1]− kd,swi[Swi5]T

d[Tem1]

dt
=

klte1([Tem1]T − [Tem1])

Ja,tem+ ([Tem1]T − [Tem1])
−

kbub2[Tem1]

Ji,tem + [Tem1]

[Bck2] = B0[MASS]

[Cln3] =
C0Dn3[MASS]

Jn3 + Dn3[MASS]

[Mcm1] = G(ka,mcm[Clb2], ki,mcm, Ja,mcm, Ji,mcm)

[SBF] = G(Va,sbf, Vi,sbf, Ja,sbf, Ji,sbf)

[Cdc6]T = [Cdc6] + [Cdc6P] + [F2] + [F2P] + [F5] + [F5P]

[CKI]T = [Sic1]T + [Cdc6]T

[Clb2]T = [Clb2] + [C2] + [C2P] + [F2] + [F2P]

[Clb5]T = [Clb5] + [C5] + [C5P] + [F5] + [F5P]

[Net1P] = [Net1]T − [Net1] + [Cdc14]− [Cdc14]T

[RENTP] = [Cdc14]T − [RENT]− [Cdc14]

[Sic1]T = [Sic] + [Sic1P] + [C2] + [C2P] + [C5] + [C5P]

The remaining algebraic equations define the Goldbeter-Koshland function [63] and reusable rate terms that appear
in the differential equations.

G(Va, Vi , Ja, Ji) =
2JiVa

Vi − Va + JaVi + JiVa +
√

(Vi − Va + JaVi + JiVa)2 − 4(Vi − Va)JiVa

Va,cdh= k′
a,cdh+ k′′

a,cdh[Cdc14]

Va,sbf = ka,sbf(εsbf,n2[Cln2] + εsbf,n3([Cln3] + [Bck2]) + εsbf,b5[Clb5])

Vd,b2 = k′
d,b2 + k′′

d,b2[Cdh1] + kd,b2p[Cdc20]

Vd,b5 = k′
d,b5 + k′′

d,b5[Cdc20]

Vd,pds= k′
d1,pds+ k′′

d2,pds[Cdc20] + k′′
d3,pds[Cdh1]

Vd,ppx = k′
d,ppx +

k′′
d,ppx(J20,ppx+ [Cdc20])Jpds

[Pds1] + Jpds

Vi,cdh = k′
i,cdh + k′′

i,cdh(εcdh,n3[Cln3] + εcdh,n2[Cln2] + εcdh,b2[Clb2] + εcdh,b5[Clb5])

Vi,sbf = k′
i,sbf + k′′

i,sbf[Clb2]

Vkp,c1 = kd1,c1+
kd2,c1(εc1,n3[Cln3] + εc1,k2[Bck2] + εc1,n2[Cln2] + εc1,b5[Clb5] + εc1,b2[Clb2])

Jd2,c1+ [Sic1]T

Vkp,f6 = kd1,f6 +
kd2,f6(εf6,n3[Cln3] + εf6,k2[Bck2] + εf6,n2[Cln2] + εf6,b5[Clb5] + εf6,b2[Clb2])

Jd2,f6 + [Cdc6]T

Vkp,net = (k′
kp,net+ k′′

kp,net[Cdc15])[MASS]

Vpp,net= k′
pp,net+ k′′

pp,net[PPX]
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The budding yeast model includes auxiliary variablesBUD, ORI, andSPN in addition to the equations that control
the chemical species in Figure 6.1. Auxiliary variables aremodel variables that exist solely to facilitate working with
the model. These auxiliary variables link the evolution of protein concentrations to cell cycle events. The SBML
model elements that support the traditional concept of a variable are chemical species and parameters. The modeler
entered the auxiliary variables in the Model Builder using chemical species. Many simulation systems translate an
SBML parameter into an unchanging model value regardless ofhow the model uses that parameter. This limitation
makes the use of chemical species instead of parameters to represent auxiliary variables a more portable approach.

The concentration[BUD] signals the formation of a bud. In the model, the differential equation forBUD tracks
the proteins thatCdc28/cyclin dimers phosphorylate. The rate of synthesis ofBUD reflects the importance of these
driving proteins known to affect bud formation [46]. The concentration[ORI] signals the onset of DNA synthesis and
the invocation of the DNA replication and spindle assembly checkpoint. Finally, the concentration[SPN] signals the
alignment of chromosomes along the metaphase plate and the lifting of the checkpoint. There is a known connection
between the lifting of this checkpoint and a drop in Clb2-dependent kinase activity [141]. The drop in the concentration
[Clb2] signals cellular division.

The modelers fitted the rate constants for the auxiliary variables against mutant strains that lack certain combina-
tions of the involved cyclins. Furthermore, the modelers chose scales for the auxiliary variables so that events occur
when the concentrations[BUD], [ORI], or [SPN] reach the threshold value of1.0. However, the modelers later dis-
covered that several viable mutant strains have a budding response that is too weak for the concentration[BUD] to
surpass1.0 in the model with the chosen rate constants. The automated model evaluation procedure in this dissertation
uses a threshold value of0.8 for the concentration[BUD]. Since the scales of the auxiliary variables are arbitrary,the
modeler must choose appropriate threshold values using experience about the model.

The budding yeast model cycles through five conceptual stages during execution. These conceptual stages of the
model do not correspond directly to the phases in the traditional cell cycle. The model uses discrete events to signal
transitions between the conceptual stages. Section 4.2 described the mechanism for implementing discrete events in
JigCell. A model transition occurs when a function of time-dependent variables in the model crosses a threshold.

Initially, the model is in theunlicensedstage. When the concentration[ORI] drops below its threshold, the
origins of replication on the DNA of the budding yeast cell become licensed and the model enters thelicensedstage.
Eventually, the concentration[ORI] rises back up above its threshold. At this point, the buddingyeast cell completes
the G1 phase of the traditional cell cycle and the model transitions to thefired stage. While the model is in thefired
stage, the budding yeast cell replicates its DNA and passes through the S and G2 phases of the traditional cell cycle.

Finally, the budding yeast cell begins mitosis. When the concentration[SPN] rises above its threshold, the chro-
mosomes align along the metaphase plate, and the model enters thealignedstage. The final event before division is a
rise in the concentration[Esp1]. This event occurs when the cell passes through anaphase to telophase, and the model
transitions to theseparatedstage. All preparations for division in the budding yeast cell are now complete. When
division occurs, the mass splits into two copies of the budding yeast cell, and the model returns to theunlicensed
stage. Figure 6.3 shows the connection between the conceptual stages of the model, the discrete events that occur, and
the traditional phases of the budding yeast cell cycle.

Figure 6.3: Connections between the conceptual stages in the model, discrete events in the simulation, and the tradi-
tional budding yeast cell cycle.

In the mathematical model, division occurs when the concentration [Clb2] drops below the parameterKez. The
mother and daughter cells divide the mass unequally. The daughter cell receives(1−2−µ/D)[MASS] mass, whereµ is
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the mass doubling time of the growth medium andD is the observed daughter cell cycle time. The mother cell receives
the remaining mass. Typical values forµ are90 minutes in glucose and150 minutes in galactose. The concentrations
[BUD] and[SPN] reset immediately after cellular division. The concentration [ORI] resets early in the cell cycle after
the relicensing of the origins of replication of the cell [84]. A drop in the total concentration[Clb2] + [Clb5] below
the parameterKez2 signals this event.

6.1.2 Mutant Strains

The modelers fitted the parameters of the budding yeast modelby applying parameter twiddling and attempting to
replicate the phenotypes of the wildtype and the131 mutant strains in Table 6.1. The automated model evaluation
procedure in this dissertation can handle the wildtype and122 of these mutant strains. Experiments that expose the
mutant strain to nocodazole require a different evaluationprocedure. These experiments produce experimental data
that is in a qualitatively different form from the standard experiments.

Table 6.1: Mutant strains used to fit the model. (∗) indicates a mutant strain Chen previously found not to agree
with the experimental observations. (†) indicates an additional problematic mutant strain that the model evaluation
procedure identified. (‡) indicates a mutant strain that the automated model evaluation procedure does not support.

Wildtype
in glucose in galactose

Cln mutants
cln1∆ cln2∆ GAL-CLN2 cln1∆ cln2∆ cln1∆ cln2∆ sic1∆
cln1∆ cln2∆ cdh1∆ GAL-CLN2 cln1∆ cln2∆ cdh1∆ (†) cln3∆
GAL-CLN3

Bck2 mutants
bck2∆ multi-copyBCK2 cln1∆ cln2∆ bck2∆
cln3∆ bck2∆ cln3∆ bck2∆ GAL-CLN2 cln1∆ cln2∆ cln3∆ bck2∆ multi-copyCLN2
cln3∆ bck2∆ sic1∆

Triple cln mutants
cln1∆ cln2∆ cln3∆ cln1∆ cln2∆ cln3∆ GAL-CLN2 cln1∆ cln2∆ cln3∆ GAL-CLN3
cln1∆ cln2∆ cln3∆ sic1∆ cln1∆ cln2∆ cln3∆ cdh1∆ cln1∆ cln2∆ cln3∆ multi-copyCLB5
cln1∆ cln2∆ cln3∆ GAL-CLB5 cln1∆ cln2∆ cln3∆ multi-copyBCK2 cln1∆ cln2∆ cln3∆ GAL-CLB2
cln1∆ cln2∆ cln3∆ apcts

Cdh1, Sic1, and Cdc6 mutants
sic1∆ GAL-SIC1 GAL-SIC1-db∆
GAL-SIC1 cln1∆ cln2∆ GAL-SIC1 GAL-CLN2 cln1∆ cln2∆ GAL-SIC1 cln1∆ cln2∆ cdh1∆
GAL-SIC1 GAL-CLN2 cln1∆ cln2∆ cdh1∆ cdh1∆ (∗) Cdh1 constitutively active
sic1∆ cdh1∆ (∗) sic1∆ cdh1∆ GALL-CDC20 cdc6∆2-49
cdc6∆2-49 sic1∆ cdc6∆2-49 cdh1∆ (∗) cdc6∆2-49 sic1∆ cdh1∆ (∗)
cdc6∆2-49 sic1∆ cdh1∆ GALL-CDC20 swi5∆ swi5∆ GAL-CLB2
swi5∆ cdh1∆ (∗) swi5∆ cdh1∆ GAL-SIC1

Clb1 Clb2 mutants
clb1∆ clb2∆ clb2∆ CLB1(∗) GAL-CLB2
Multi-copy GAL-CLB2 clb2∆ CLB1 cdh1∆ (∗) clb2∆ CLB1 pds1∆ (∗)
GAL-CLB2 sic1∆ (∗) GAL-CLB2 cdh1∆ CLB2-db∆
CLB2-db∆ in galactose CLB2-db∆ multi-copySIC1 CLB2-db∆ GAL-SIC1
CLB2-db∆ multi-copyCDC6 CLB2-db∆ clb5∆ CLB2-db∆ clb5∆ in galactose
GAL-CLB2-db∆

Clb5 Clb6 mutants
clb5∆ clb6∆ clb5∆ clb6∆ cln1∆ cln2∆ GAL-CLB5

(Continued on next page)
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GAL-CLB5 sic1∆ GAL-CLB5 cdh1∆ CLB5-db∆
CLB5-db∆ sic1∆ CLB5-db∆ pds1∆ CLB5-db∆ pds1∆ cdc20∆
GAL-CLB5-db∆

Cdc20 mutants
cdc20ts cdc20∆ clb5∆ cdc20∆ pds1∆
cdc20∆ pds1∆ clb5∆ GAL-CDC20 cdc20ts mad2∆
cdc20ts bub2∆

Pds1/Esp1 interaction mutants
pds1∆ (∗) esp1ts PDS1-db∆
GAL-PDS1-db∆ GAL-PDS1-db∆ esp1ts GAL-ESP1 cdc20ts

MEN pathway mutants
tem1∆ GAL-TEM1 tem1ts multi-copyCDC15
tem1ts GAL-CDC15 tem1∆ net1ts tem1∆ multi-copyCDC14
cdc15∆ Multi-copy CDC15(†) cdc15ts multi-copyTEM1
cdc15∆ net1ts cdc15ts multi-copyCDC14

Exit-of-mitosis mutants
net1ts GAL-NET1 cdc14ts

GAL-CDC14 GAL-CDC14 GAL-NET1 net1ts cdc20ts

cdc14ts GAL-SIC1 cdc14ts thenGAL-SIC1 cdc14ts sic1∆ at permissive temp.
cdc14ts cdh1∆ at permissive temp. cdc14ts GAL-CLN2at permissive temp. TAB6-1(†)
TAB6-1 cdc15ts TAB6-1 clb5∆ TAB6-1 clb2∆ CLB1(†)

Checkpoint mutants
mad2∆ bub2∆ mad2∆ bub2∆
wildtype in nocodazole(‡) mad2∆ in nocodazole(‡) mad2∆ GAL-TEM1in nocodazole(‡)
mad2∆ pds1∆ in nocodazole(‡) bub2∆ in nocodazole(∗)(‡) bub2∆ pds1∆ in nocodazole(‡)
bub2∆ mad2∆ in nocodazole(‡) pds1∆ in nocodazole(‡) net1ts in nocodazole(‡)

APC mutants
APC-A APC-A cdh1∆ APC-A cdh1∆ in galactose
APC-A cdh1∆ multi-copySIC1(†) APC-A cdh1∆ GAL-SIC1 APC-A cdh1∆ multi-copyCDC6
APC-A cdh1∆ GAL-CDC6 APC-A cdh1∆ multi-copyCDC20 APC-A sic1∆
APC-A GAL-CLB2

Each mutant strain uses the same system of differential equations, initial conditions, and parameters as the wild-
type, changing only those values that the nature of the mutation governs. A mutant strain that deletes a gene sets the
rate of synthesis for the corresponding protein to zero. A mutant strain that overexpresses a gene adjusts the rate of
synthesis for the corresponding protein according to the method of overexpression. If the gene has multiple integrated
copies under control of the natural promoter, then the mutant strain multiplies the rate of synthesis to account for the
extra copies. If a foreign promoter constitutively overexpresses the gene, then the mutant strain increases the rate of
synthesis and changes the specific growth rate of the cell to match the new medium.

The modeler generally does not know the true rate of synthesis for an overexpressed gene. Instead, the modeler
must fit the rate of synthesis against the known mutant strains with that method of overexpression. Every mutant that
uses a particular overexpression construct shares a singlevalue for the rate of synthesis.

6.2 Evaluation Procedure

Section 4.4 discussed the component pieces of a comparison in the JigCell Comparator. Specifically, the automated
model evaluation procedure for the budding yeast model needs executable descriptions and experimental data for the
mutant strains, a data transformation procedure, and an objective function. Section 6.1 described the budding yeast
model and mutant strains. This section explains first how theexecutable description derives from the mathematical
budding yeast model and mutant strain definitions and then covers the remaining components of a comparison in turn.
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Previously, Chen entered the budding yeast model into the JigCell Model Builder, shown in Figure 6.2. Each
mutant strain changes parameters and initial conditions inthe model to describe the nature of the mutation. The
JigCell Run Manager stores these changes without requiringthat the modeler produce multiple copies of the model.
Figure 6.4 depicts a collection of runs for the budding yeastmodel that represents the mutant strains from Table 6.1.

Figure 6.4: Some mutant definitions for the budding yeast model of Figure 6.1 in the JigCell Run Manager.

The output of each run consists of measurements for all of thechemical species in the budding yeast model taken at
a regular interval from the start time, which is time zero. The unit of time for the budding yeast model is minutes. One
complete pass through the budding yeast cell cycle generally takes between100 and200 time steps. Since the initial
cycles exhibit transitory behavior, modelers generally wish to examine only the later cycles. The automated model
evaluation procedure in this dissertation uses2000 time steps, approximately ten to twenty cycles, as the maximum
amount of time to run the model. From an efficiency perspective, the automated model evaluation procedure should
only request the minimum needed number of time-course measurements. However, the automated model evaluation
procedure currently must request all of the time-course measurements in advance, and it is difficult to predict how
many time-course measurements the automated model evaluation procedure needs.

In [41], Chen performed simulations using the WinPP simulator from G. Bard Ermentrout of the University of
Pittsburgh Mathematics Department. This dissertation uses the similar XPP simulator [51], another simulation pro-
gram that Ermentrout developed, for comparison. The simulator control settings in the Run Manager specify that the
simulation program is XPP, that the integration method is the stiff solver, and that the end of simulation time is at2000
time units. The other simulator control settings retain their default values from the JigCell wrapper service for XPP.
All of the mutant strains use the same simulation program andsimulator control settings.

Finally, the Run Manager requires the basal parameters and initial conditions for the budding yeast model, to which
it applies the changes of the mutant strains before execution. Table 6.2 lists the basal initial conditions for the budding
yeast model and Table 6.3 lists the basal parameters. The remainder of this chapter assumes that the modeler is using
the basal parameters and initial conditions from these tables.

Table 6.2: Basal initial conditions for the wildtype budding yeast cell.

[MASS] = 1.206019 [APC-P] = 0.1015 [BUD] = 0.008473 [C2] = 0.238404
[C2P] = 0.024034 [C5] = 0.070081 [C5P] = 0.006878 [Cdc6] = 0.10758

[Cdc6P] = 0.015486 [Cdc14] = 0.468344 [Cdc14]T = 2.0 [Cdc15] = 0.656533
[Cdc20] = 0.444296 [Cdc20]T = 1.91634 [Cdh1] = 0.930499 [Cdh1]T = 1.0
[Clb2] = 0.1469227 [Clb5] = 0.0518014 [Cln2] = 0.0652511 [Esp1] = 0.301313

[F2] = 0.236058 [F2P] = 0.0273938 [F5] = 0.0000724 [F5P] = 0.0000791
[Net1] = 0.018645 [Net1]T = 2.8 [ORI] = 0.000909 [Pds1] = 0.025612
[PPX] = 0.123179 [RENT] = 1.04954 [Sic1] = 0.0228776 [Sic1P] = 0.00641
[SPN] = 0.03 [Swi5] = 0.95 [Swi5]T = 0.97 [Tem1] = 0.9
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Table 6.3: Basal parameters for the wildtype budding yeast cell.

µ = (ln 2)/90 k′
a,15= 0.002 k′′

a,15= 1 k′′′
a,15= 0.001 k′

a,20= 0.05
k′′

a,20= 0.2 ka,apc= 0.1 k′
a,cdh= 0.01 k′′

a,cdh= 0.8 ka,mcm= 1
ka,sbf= 0.38 ka,swi = 2 kas,b2= 50 kas,b5= 50 kas,esp= 50
kas,f2= 15 kas,f5= 0.01 kas,rent= 200 kas,rentp= 1 kd,14 = 0.1
kd,20 = 0.3 k′

d,b2 = 0.003 k′′
d,b2 = 0.4 kd,b2p= 0.15 k′

d,b5 = 0.01
k′′

d,b5 = 0.16 kd,bud= 0.06 kd,cdh= 0.01 kd,n2 = 0.12 kd,net= 0.03
kd,ori = 0.06 k′

d,ppx = 0.17 k′′
d,ppx = 2 kd,spn= 0.06 kd,swi = 0.08

kd1,c1= 0.01 kd1,f6 = 0.01 k′
d1,pds= 0.01 kd2,c1= 1 kd2,f6 = 1

k′′
d2,pds= 0.2 kd3,c1= 1 kd3,f6 = 1 k′′

d3,pds= 0.04 kdi,b2 = 0.05

kdi,b5 = 0.06 kdi,esp= 0.5 kdi,f2 = 0.5 kdi,f5 = 0.01 kdi,rent = 1
kdi,rentp= 2 ki,15 = 0.5 ki,apc = 0.15 k′

i,cdh = 0.001 k′′
i,cdh = 0.08

ki,mcm = 0.15 k′
i,sbf = 0.6 k′′

i,sbf = 8 ki,swi = 0.05 k′
kp,net= 0.01

k′′
kp,net= 0.6 kpp,c1= 4 kpp,f6 = 4 k′

pp,net= 0.05 k′′
pp,net= 3

ks,14= 0.2 k′
s,20= 0.006 k′′

s,20= 0.6 k′
s,b2= 0.001 k′′

s,b2= 0.04
k′

s,b5= 0.0008 k′′
s,b5= 0.005 ks,bud= 0.2 k′

s,c1= 0.012 k′′
s,c1= 0.12

ks,cdh= 0.01 k′
s,f6 = 0.024 k′′

s,f6 = 0.12 k′′′
s,f6 = 0.004 k′

s,n2= 0
k′′

s,n2= 0.15 ks,net= 0.084 ks,ori = 2 k′
s,pds= 0 ks,ppx= 0.1

ks,spn= 0.1 k′
s,swi = 0.005 k′′

s,swi = 0.08 k′′
s1,pds= 0.03 k′′

s2,pds= 0.055

εbud,b5= 1 εbud,n2= 0.25 εbud,n3= 0.05 εc1,b2= 0.45 εc1,b5= 0.1
εc1,k2 = 0.03 εc1,n2= 0.06 εc1,n3= 0.3 εcdh,b2= 1.2 εcdh,b5= 8

εcdh,n2= 0.4 εcdh,n3= 0.25 εf6,b2 = 0.55 εf6,b5 = 0.1 εf6,k2 = 0.03
εf6,n2 = 0.06 εf6,n3 = 0.3 εori,b2 = 0.45 εori,b5 = 0.9 εsbf,b5= 2
εsbf,n2= 2 εsbf,n3= 10 J20,ppx= 0.15 Ja,apc= 0.1 Ja,cdh= 0.03
Ja,mcm= 0.1 Ja,sbf= 0.01 Ja,tem= 0.1 Jd2,c1= 0.05 Jd2,f6 = 0.05
Ji,apc = 0.1 Ji,cdh = 0.03 Ji,mcm = 0.1 Ji,sbf = 0.01 Ji,tem = 0.1

Jn3 = 6 Jpds = 0.04 Jspn = 0.14
B0 = 0.054 C0 = 0.4 Dn3 = 1 Kez = 0.3 Kez2= 0.2

[APC]T = 1 [Cdc15]T = 1 [Tem1]T = 1

kbub2 =

{

1.0 if [ORI] > 1 and[SPN] < 1,

0.2 otherwise.

klte1 =

{

1.0 if [SPN] > 1 and[Clb2] > Kez,

0.1 otherwise.

kmad2 =

{

0.8 if [ORI] > 1 and[SPN] < 1,

0.01 otherwise.

6.2.1 Experimental Phenotype

An experimental phenotype describes the observed behaviorof a mutant strain in the laboratory. Each experimental
phenotype consists of a collection of classifiers. The automated model evaluation procedure uses both quantitative and
qualitative classifiers to describe a mutant strain. The most important classifier is whether the mutant strain repeatably
proceeds through the budding yeast cell cycle and viably reproduces. A mutant strain is viable if it completes the cell
cycle while satisfying the following five rules.

• The model must complete the conceptual cell-cycle stages inthe correct order and without repeating a stage.

1. A drop in the concentration[ORI], indicating relicensing of the origins of replication on the DNA.

2. A rise in the concentration[ORI], indicating the start of DNA replication.
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3. A rise in the concentration[SPN], indicating alignment of the chromosomes along the mitoticspindle.

4. A rise in the concentration[Esp1], indicating separation of the chromosomes.

5. A drop in[MASS], indicating the completion of cellular division.

• The start of mitosis in a mutant strain must occur before the time that the wildtype cell in the same growth
medium requires to complete two iterations of the budding yeast cell cycle.

• The alignment of chromosomes along the mitotic spindle mustoccur while the concentration[Esp1] is below
the threshold for the separation of the chromosomes.

• The concentration[BUD] must rise above the threshold for budding before cellular division occurs.

• The mass of a mutant strain must never grow beyond four times the mass at division of a wildtype cell in the
same growth medium and must never shrink below one-fourth ofthat same wildtype mass at division.

As an additional requirement to the above rules for viability, the model for a viable mutant strain must exhibit a
periodic, steady-state behavior. The phrase ‘steady-state’ is a mathematical misnomer although biological modelers
readily employ that term. The concentrations of chemical species continuously change in a living cell, never reaching
a steady-state. In this dissertation, the term ‘steady-state behavior’ instead refers to the fact that the concentrations of
chemical species in a typical, viable cell have an exactly-repeating oscillatory characteristic. A mutant strain is viable
only if the model satisfies the above rules for viability and the squared relative differences of both the mass at division
and G1 phase length in minutes are less than five percent.

Figure 6.5 shows the experimental phenotype for the buddingyeast model. The viability of the mutant strain
determines the additional classifiers that the automated model evaluation procedure collects.

Figure 6.5: Phenotype description for an experimental observation of a budding yeast mutant strain.
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In viable cells, the commonly observed properties include timings of the budding yeast cell cycle events and the
mass of the cell at division. The automated model evaluationprocedure times the cell cycle using the duration of the
G1 phase. Adding timing data for additional cell cycle events to the automated model evaluation procedure is not
difficult, although experimentalists rarely can collect accurate in-vivo time measurements. Experimental observations
of the mass at division often are in relative terms, such as “the mutant cells are roughly twice the size of a typical
wildtype cell”. Therefore, the automated model evaluationprocedure works with the ratio between the mutant strain
and wildtype masses in the same growth medium. Although the automated model evaluation procedure does not
account for errors in the experimental observations directly, the modeler can adjust control parameters in the objective
function to indicate the tolerable range for an observation.

In inviable cells, the automated model evaluation procedure records where in the budding yeast cell cycle the cell
arrested and for what reason. The location of arrest in the cell cycle uses the conceptual stages of the model. The
reason for arrest uses the rules for viability given above. Each reason for arrest has a numeric code in the software,
and the JigCell Comparator provides details about the indicated problem in the user interface. Some mutant strains
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can successfully complete the cell cycle once before becoming stuck, such as the mutant strainCLB5-db∆ sic1∆ [74].
The automated model evaluation procedure records the number of cycles successfully completed before arrest to
distinguish this condition. The description of an arrestedcell has a hierarchical comparison.

1. Given two experimental phenotypes of arrested cells, first compare the locations of arrest.

2. If the two phenotypes arrest in the same stage, then compare the types of arrest.

Every type of arrest is equally unlike all of the other types.The automated model evaluation procedure can accommo-
date a new type of arrest without worry of a combinatorial explosion with respect to the number of error conditions.

JigCell displays the phenotype of a mutant strain as the union of the classifiers forviable and inviable mutant
strains. Figure 6.6 shows a portion of the experimental datafor the budding yeast model in the JigCell Comparator.

Figure 6.6: Some experimental data for the mutant strains ofthe budding yeast model of Figure 6.1 in the JigCell
Comparator. The detail view shows the phenotype for the wildtype budding yeast cell in a galactose medium.

6.2.2 Data Transformation

The time-course output of a simulation program is not directly comparable with an experimental phenotype. When
evaluating the budding yeast model by hand, modelers must predict a phenotype from the model time course. The
automated model evaluation procedure requires a similar algorithm for predicting the phenotypes of mutant strains.
As Section 4.4 mentioned, JigCell calls these algorithms transforms. Figure 6.7 shows the transform that the automated
model evaluation procedure uses for the budding yeast model.

The budding yeast transform has three sections: initialization, the main loop, and event checking. The initialization
section handles bookkeeping at the start of evaluation and at the beginning of each iteration of the budding yeast cell
cycle. Modelers specify the initial conditions of the model, and these initial conditions can correspond to any stage of
the budding yeast cell cycle. The basal initial conditions given in Table 6.2 configure the budding yeast model just after
licensing of the origins of replication of the DNA. Due to these basal initial conditions, the budding yeast transform
must treat the first iteration of the cell cycle differently by starting in thelicensedstage. Successive iterations of the
budding yeast cell cycle begin in theunlicensedstage.

The main loop monitors the growth and division of the buddingyeast cell. Each time through the main loop, the
transform requests the next available time-course measurement. First, the transform checks whether cellular division
occurred since the previous measurement. Mass is a smooth, exponentially increasing variable in the budding yeast
model. Cellular division causes a sharp, discontinuous drop in the mass when the mother and daughter cells separate.
Therefore, a drop in mass indicates that cellular division occurred during the previous interval of time.

If the transform detects that the budding yeast cell divided, then it further checks that the cell completed all of the
stages of the cell cycle and formed a bud. The auxiliary variableBUD measures the budding response in the cell, which
can occur at any time within the budding yeast cell cycle. If the budding yeast cell viably completed the cell cycle and
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Figure 6.7: Data transformation for the budding yeast modelof Figure 6.1 that predicts a phenotype from the time-
course output of the model. The configuration of the transform corresponds to basal initial conditions in Table 6.2 that
start the cell after relicensing of the origins of replication of the DNA.
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budded, then the transform checks whether the model is exhibiting periodic, steady-state behavior. If the model meets
the steady-state criteria, then the transform halts and declares that the mutant strain is viable. Otherwise, the model
proceeds with the next iteration of the cell cycle and the transform continues to request time-course measurements.

The budding yeast model predicts that cells stuck in the cellcycle experience unbounded growth. This is physically
impossible as an extremely large cellular mass damages the membrane enclosing the cell, and the cell eventually dies.
The transform uses the viability rule that restricts the size of a budding yeast cell to detect this condition in mutant
strains. With the previously given basal parameters and initial conditions, the minimum budding yeast cell mass is
approximately0.6, and the maximum mass is approximately10.0. The transform computes the actual minimum and
maximum sizes during runtime by simulating the wildtype cell in the appropriate growth medium.

Finally, the transform checks for the cell cycle events thatrepresent stage transitions. At each transition between
cell cycle stages, the transform first ensures that the modelis making a permissible transition. The cell cycle does not
ordinarily permit a cell to go backwards in the cell cycle, repeating a stage, or to suddenly skip ahead in the cell cycle.
Such illegal stage transitions in the budding yeast cell cycle are fatal, and the transform declares that mutant strains
with these temporal problems are inviable. After the transform validates a transition, the model enters a new stage of
the cell cycle, and the transform resumes examination of further time-course measurements.

The transform requires that the modeler specify a simulation program that can detect the discrete event transitions
in the budding yeast model. The XPP simulator supports discrete events with the ‘global’ statement [51]. Other sim-
ulation programs, such as LSODAR (Livermore Solver for Ordinary Differential equations, with Automatic method
switching for stiff and non-stiff problems, and with Root-finding) [38], have similar support. The JigCell simulator
wrapper service for these programs translates the discreteevent specification to the native language of the simulator.

When a discrete event transition occurs, the simulator employs a root-finding algorithm to determine precisely
the moment that the event trigger condition was first true, independent of the output granularity of the time course.
The transform can discover discrete event transition timeseither by examining the time course retrospectively or by
receiving notice of discrete event transitions from the simulation program. Having the transform determine the times
of discrete event transitions retrospectively is generally more portable across simulators and is the only method that
XPP supports. Having the simulation program report the times of discrete transitions is more efficient.

Two of the discrete event transitions require that the transform apply special handling to correctly validate the rules
of viability in budding yeast cells. First, some of the mutant strains linger in the G1 phase beyond the time that the
rules of viability permit. In this case, the transform judges that the cell effectively blocks in the G1 phase. Second, at
the end of the cell cycle, separation of the chromosomes mustoccur after the alignment of the chromosomes along the
mitotic spindle and before cellular division. The indication of chromosome separation is a rise in the concentration
[Esp1] above a threshold. Hence, the transform requires that the chromosome alignment event must occur when the
concentration[Esp1] is less than this threshold. These two checks distinguish mutant strains with particular defects
that are otherwise difficult for the modeler to detect.

6.2.3 Objective Function

The budding yeast objective function takes the experimental phenotype that practitioners observed in the laboratory
and the predicted phenotype that the transform generates from the model to compute a non-negative, real-valued score.
Call the experimentally observed phenotypeO, the predicted phenotype of the modelP , and define the objective
functionD : O × P 7−→ R≥0. Table 6.4 lists the entries of the observed and predicted phenotypes, which are the
six-tuples of classifiers that Figure 6.5 defined.

Table 6.4: Symbols and definitions for the observed and predicted phenotypes.

Ov, Pv ≡ Viability
Og, Pg ≡ Steady state length of the G1 phase
Om, Pm ≡ Steady state mass at division
Oa, Pa ≡ Location of arrest
Ot, Pt ≡ Type of arrest
Oc, Pc ≡ Number of successfully completed cycles
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A score of zero from the objective function indicates a perfect match between the observed and predicted phe-
notypes. Larger scores from the objective function indicate increasingly worse matches between the observed and
predicted phenotypes. In the JigCell Comparator, the special value∞ from an objective function indicates that the
objective function is not computable due to an error in the configuration of the comparison. As Section 4.4 mentioned,
objective function scores have no absolute scale. The modeler must calibrate the objective function by specifying a
threshold value that marks the end of the acceptable range ofscores. The JigCell Comparator highlights scores that
exceed the threshold value given by the modeler. The threshold value indicates the confidence of the modeler that an
experimental observation and objective function score together predict the validity of the model.

Due to a lack of experimental observations, an observed phenotype may not have all of the expected classifiers. If
Ov is missing, then no comparison is possible andD(O, P ) =∞. If Ov = inviable, Pv = viable, andOc is missing,
thenD(O, P ) = ωv, the same as ifOc were zero. Otherwise, the objective function simply drops the contribution of
terms with missing classifiers. The objective function score when all of the classifiers are present is

D(O, P ) =
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whereδO,P is the two-step delta function that scores experimental phenotypes with arrest codes

δO,P =


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ωa if Oa 6= Pa,

ωt if Oa = Pa andOt 6= Pt,

0 if Oa = Pa andOt = Pt.

The modeler tunes the objective function by adjusting the relative importance of the classifiers. The control
parameters for the objective function given by Table 6.5 place the threshold value around ten for an unacceptable
fit between the model and experimental data. For example, using these control parameters and this threshold value, the
mass at division for a mutant strain can vary by a factor of twoas long as the length of the G1 phase for that mutant
strain is within3 ∗ σg minutes of the experimental observation.

Table 6.5: Definitions and standard values of the objective function constants.

Symbol Definition Value

ωv Viability weight 40.0
ωg Length of G1 phase weight 1.0
σg Length of G1 phase scale 10.0
ωm Mass at division weight 1.0
σm Mass at division scale ln 2
ωa Location of arrest weight 10.0
ωt Type of arrest weight 5.0
ωc Number of successfully completed cycles weight 10.0
σc Number of successfully completed cycles scale 1.0

6.3 Results

The automated model evaluation procedure that this chapterdescribed quickly evaluates the acceptability of an instance
of the budding yeast model. This case study compares the performance of an expert modeler using the classic tool,
WinPP, to evaluate the budding yeast model manually againstthe automated model evaluation procedure in JigCell.
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To make the evaluation fair, JigCell uses the same simulation program that the expert modeler used. Table 6.6 presents
the results. Afterwards, this section discusses how using different simulation programs with JigCell affects the results.

Each case study trial consisted of a small number of parameter changes along with a list of ten mutant strains
to evaluate for acceptability with the given parameters. The expert modeler first evaluated whether each mutant was
viable. For viable mutant strains, the expert modeler provided the length of the G1 phase in minutes and the mass at
division. The study requested unscaled values for the mass at division rather than requiring that the expert modeler
compute the ratio between the mutant strain and wildtype masses. For inviable mutant strains, the expert modeler
provided the reason that the mutant strain died. This reasonfor arrest was descriptive, such as ‘telophase arrest’, and
did not require technical justification. Prior to the start of the trial, the expert modeler received instructions that the
acceptable tolerance of numerical results was to within10% of the actual value.91% of the answers that the expert
modeler gave met this quality requirement. The remaining answers were within20% of the actual value.

The study classified tasks according to whether the task required the continuous presence of the user. The simu-
lation runs that the expert modeler requested during manualmodel evaluation complete in around five seconds. This
is not enough time for the user to concurrently perform another task. The JigCell Comparator batches simulation runs
into a contiguous block. The user could leave the software unattended and perform other work during this time.

Fixed costs, such as launching the applications, loading data files, and entering parameter changes amortize over
the number of mutant strains. The results of this study present the amortized times for these activities.

Table 6.6: Budding yeast mutant strain evaluation times when the expert modeler employs manual versus automated
model evaluation. Values are average times in seconds spentper mutant. (∗) indicates an amortized time.

Manual Automated

Startup∗ 0.6 5.0
Basal parameter entry∗ 21.8 5.4
Mutant parameter entry 24.1 -
Simulation 27.5 14.3
Evaluation 86.5 9.7

Time modeler present 160.4 20.2
Total time 160.4 34.5

For manual model evaluation, the expert modeler used WinPP,which is a Windows-based version of the XPP
simulator by Bard Ermentrout. The expert modeler received amodel file that contains the differential equations of the
budding yeast model along with the basal parameters and initial conditions. The expert modeler entered parameter
changes directly into the model file, replacing the old values. WinPP does not have a mechanism for storing the
parameter and initial condition changes of each mutant strain. The expert modeler entered these changes from memory.
A user who could not recall the changes for a mutant strain would need to consult a lookup table.

A typical model evaluation sequence starts with the expert modeler entering the mutant strain parameter and initial
condition changes. The expert modeler then produced time-course plots of the model. Often, the expert modeler
requested multiple plots before providing an answer. The time from starting a simulation until WinPP produced a plot
is ‘simulation’ time in Table 6.6. The time that the expert modeler spent studying these plots is ‘evaluation’ time.

For automated model evaluation using JigCell, the expert modeler received the SBML model, run, and comparison
files. The run file has all of the parameter and initial condition changes for the mutant strains, so the user does not
need to provide these values. The collection of mutant descriptions required three hours to create originally. Since
then, modelers have performed billions of simulations using that run file.

When using JigCell, the time from starting a comparison until the objective function computes a score, including
the time for simulation and running the data transformation, is ‘simulation’ time. The time that the expert modeler
spends reviewing the output from the JigCell Comparator is ‘evaluation’ time. Although JigCell used the same simu-
lator and performed extra processing, the simulation time for automated model evaluation is smaller than for manual
model evaluation. Typically, the expert modeler performing manual model evaluation requested a plot of the first
500 minutes of simulation. If the mutant strain had a lengthy transient phase, then the expert modeler needed further
simulation to view the steady-state behavior. The expert modeler might request a time-course plot with the start of a
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steady-state cycle shifted to time zero. Additionally, theexpert modeler might redo runs after making an error entering
the parameters and initial conditions. In contrast, JigCell always made a single request for the first2000 minutes of
time-course measurements.

The study did not record the number of self-detected and corrected errors that the expert modeler made. However,
the expert modeler described when a mutant strain required more work due to the perception of errors. The time for
evaluating a mutant strains averaged more than twice as longwhen the expert modeler believed that there was an error.
The expert modeler restarted evaluation of14% of the mutant strains due to error.

Expected gains in correctness when using the automated model evaluation procedure

The use of a transform in automated model evaluation enablesthe discovery of subtle defects that modelers find
difficult to identify visually in a time course. For example,the transition from thealignedstage to theseparatedstage
occurs when the concentration[Esp1] rises above a threshold value. In a viable mutant strain, chromosome separation
must take place before cellular division. Figure 6.8 shows the concentration[Esp1] and[MASS] versus time over five
complete cycles of theGAL-CLN3 mutant strain with the given basal parameters and initial conditions.

Figure 6.8: The concentration[Esp1] and[MASS] versus time for800 minutes in theGAL-CLN3 mutant strain with
the given basal parameters and initial conditions. The transform marks theGAL-CLN3 mutant strain inviable because
cellular division occurs before chromosome separation in the fifth and later iterations of the cell cycle.
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During the first iteration of the budding yeast cell cycle, the concentration[Esp1] rises above its threshold value
more than five minutes before the drop of[MASS]. Successive iterations of the cell cycle do not appear appreciably
different in their relative timings of these events. However, during the fifth iteration of the cell cycle, chromosome
separation in theGAL-CLN3 mutant strain takes place fractionally after cellular division. By the twelfth iteration of
the cell cycle, chromosome separation occurs more than five minutes after cellular division.

The transform marks theGAL-CLN3 mutant strain inviable after the model completes four successful iterations of
the budding yeast cell cycle. The mutant strain phenotype isarrest in thealignedstage with the reason for arrest that
cellular division occurred before the completion of all required cell cycle events. Figure 6.7 indicates that this type
of arrest has error code number one. A modeler that is examining the time course manually would not recognize this
defect in the mutant strain without considerable difficulty. The modeler is therefore likely to incorrectly declare that
the mutant strain is viable. One complete evaluation of the budding yeast model for a particular guess of parameters
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during parameter twiddling requires many such checks for viability. Moreover, the modeler must repeat each viability
check over the examined cycles for all of the mutant strains.

Expected gains in time when using the automated model evaluation procedure

This study gives costs for startup and basal parameter entrythat are larger than those expected for normal work. The
expert received mutant strains in sets of ten to eliminate fatigue as a factor. When evaluating all131 mutant strains,
these costs contribute less to the total time. Extrapolating to sets of131 mutant strains, manual model evaluation
requires139.8 seconds per mutant strain. Automated model evaluation requires24.9 seconds per mutant strain, with
the expert modeler present for10.5 seconds.

Changing the numerical integration routine would lead to further reductions in evaluation time for JigCell. For
this study, the automated model evaluation procedure used the XPP simulation program to provide parity with manual
model evaluation. High performance simulators, such as LSODAR [38], achieve the same numerical accuracy on the
budding yeast model while expending significantly less effort. It is difficult to use a different simulator with the manual
model evaluation procedure as modelers rely on the user interface of WinPP. Furthermore, totally eliminating simula-
tion time from the manual model evaluation procedure does not reduce the average mutant strain evaluation time below
112 seconds. During parameter estimation, which removes all human intervention and user-interface support, auto-
mated model evaluation against the entire suite of mutant strains requires less than15 seconds, or approximately0.1
seconds per mutant strain on average. Automated model evaluation is capable of a more than1000-fold improvement
in evaluation time over manual model evaluation.
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Conclusions

This dissertation covered the construction of models of biochemical reaction networks through mathematical methods,
primarily using ordinary differential equations. Using the previously existing modeling tools, a skilled modeler could
create accurate mathematical models of biological systemswith moderate complexity and gain an understanding of
dynamical processes. However, this process of building models is tedious and error-prone. An expert modeler spends
much time turning a biological idea into a mathematical model. Furthermore, this modeling process is not suitable for
novice modelers, who must typically spend several months building models before they become proficient enough to
attempt original work. Teaching novice modelers how to build models is difficult because there are few resources that
explain how experienced modelers build models.

This dissertation describes how to make the construction ofmodels of biological systems easier and documents
the process that experts use to build models. Much of the tedious mathematical bookkeeping that modelers previously
performed manually is amenable to computer automation. This dissertation introduces computational software that
performs this automation. Further progress in biological modeling requires the use of better tools and modeling
processes. Investigations of complex eukaryotic organisms requires models at least an order of magnitude larger than
the current state of the art. Existing modeling processes and tools do not scale to models of this size. Already, bringing
a model from conception to publication requires several years of concerted effort by skilled modelers.

The computational software that this dissertation presents reduces the amount of time that an expert modeler
spends on bookkeeping and model evaluation. Model evaluation was a particularly significant bottleneck in the model
development process. Moreover, modelers were not performing regular model evaluation because of its expense.
Alleviation of the model evaluation bottleneck should leaddirectly to a reduction in the construction time for biological
models and an increase in operational correctness.

The remainder of this section summarizes the major contributions and conclusions of this dissertation. Section 7.1
summarizes the contributions of this dissertation. The major contributions in this dissertation are the observationsof
the original modeling process, the construction of the revised modeling process, the JigCell modeling environment, the
requirements specification for the JigCell modeling environment, and the quantitative measurements of the impact that
the JigCell modeling environment has on model evaluation. Section 7.2 describes the history of the JigCell project and
presents a postmortem report of the software engineering successes and failures of the project. Section 7.3 examines
the user requirements from Chapter 5 in light of the softwareengineering difficulties that the JigCell project faced
contemporarily.

Contents
7.1 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . 112

7.2 Software Engineering Experiences . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . 113

7.2.1 What Went Right . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . 115

7.2.2 What Went Wrong . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . 116

7.3 Software Evaluation Experiences . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . 118

111



www.manaraa.com

112 CHAPTER 7. CONCLUSIONS

7.1 Contributions

Documentation for how biological modelers build models

Section 3.1 described the original modeling process observed in the modeling laboratory of John Tyson at Virginia
Tech. The literature has few good examples describing how modelers, particularly biological modelers, work to build
models. This modeling group did not have existing written documentation that describes their modeling process.

The original modeling process came from the observational study of the modeling group working in the Tyson
laboratory to build models over a period of several months. Documenting the modeling process of biological modelers
is important for understanding the activities that limit the capabilities of modelers and for calibrating any proposednew
modeling process. Much of the work in this dissertation and similar modeling and simulation studies is not possible
without this kind of observational study.

A new modeling process for constructively building biological models

Section 3.3 described the revised modeling process, a new modeling process based on modeling methodology and
design but styled after the original modeling process in Section 3.1. The revised modeling process makes the process
of building biological models more amenable to computer automation.

Simply automating the original modeling process is not effective. For example, automating model evaluation in
the original modeling process leaves the modeler in-the-loop making parameter guesses during parameter twiddling.
The modelers optimized the original modeling process for throughput given their existing computational resource
restrictions. Vastly expanding the computational capabilities of modeling tools creates the potential for new modeling
activities, such as parameter estimation, which do not integrate easily with the original modeling process.

The revised modeling process replicates the inputs and products of the original modeling process but optimizes the
modeling process with computer automation in mind. The revised modeling process provides a blueprint for building
new modeling tools that advance the state of the art in modeling.

More teams that build modeling tools should document their corresponding modeling processes. Having the
documented modeling process of a modeling tool allows for analysis of the design of the tool without confusion with
the implementation of the tool. Moreover, biological modeling is a still-expanding field, and modeling tool builders
should expect that modelers will demand support for new modeling activities. Unless the modeling tool builders record
their modeling process, the adaptation of modeling tools tonew activities is unnecessarily difficult.

Modeling software that can handle large-scale biological models

Chapter 4 described the JigCell modeling environment for building models of reaction networks. Section 7.2 details
the software engineering lessons learned by building the JigCell modeling environment. Furthermore, the JigCell
modeling environment closely aligns with the revised modeling process and can act as a research environment for
studying the practice of modeling.

The biological modeling community is in sore need of tools for efficiently, reliably, and repeatably building large
models of biochemical reaction networks. The JigCell applications support larger models than comparable modeling
tools, making the JigCell applications especially suitable for particular modeling efforts. Moreover, modelers can
readily adapt much of the JigCell modeling environment to other modeling domains. The JigCell Model Builder
and Run Manager are specific to continuous reaction-oriented models, but these applications are only specific to the
domain of biology to the extent of choices of words and concepts for displaying information in the user interfaces.
The JigCell Comparator is not specific to any particular modeling domain.

Development of the JigCell modeling environment also gave insight into the design of the revised modeling pro-
cess. The revised modeling process remains weak in the areasof problem formulation and model accreditation.
Researchers can test problem formulation and model accreditation in the JigCell modeling environment experimen-
tally before integrating these activities into the revisedmodeling process. Experimenting with an implementation can
aid the development of the modeling process when the available domain experts do not engage in a modeling activity
often enough to support direct study.



www.manaraa.com

7.2. SOFTWARE ENGINEERING EXPERIENCES 113

Requirements gathering and analysis for biological modeling tools

Chapter 5 described the process of gathering methodological, domain, and user requirements for biological model-
ing software and applied those requirements to the JigCell modeling environment. The methodological and domain
requirements are not specific to biological modeling, making the term ‘domain requirements’ a misnomer. Other
modeling environments can apply these requirements to better support domain expert users.

The user requirements are specific to biological modeling and to the revised modeling process. Although other
modeling efforts could make use of these user requirements to measure their support for the modeling activities that
this dissertation identifies as important, the user requirements act primarily as a benchmark for the progress of the
JigCell modeling environment. These user requirements help align the developers of JigCell with the originally stated
needs of the biological modelers. Section 7.3 gives a caveatto the use of these user requirements.

Practical, measurable impact of using the modeling software

Chapter 6 quantified the efficacy of the JigCell modeling environment by building an automated model evaluation
procedure in JigCell and applying that evaluation procedure to a recent model of cell cycle control in budding yeast.
This case study provided the first quantifiable demonstration that the revised modeling process and JigCell modeling
environment help biological modelers build models. Early measurements of the original modeling process showed
that ‘parameter twiddling’, the process of repeatedly guessing new parameter values and checking model fitness, was
a major bottleneck for model development. Automated model evaluation speeds up checking model fitness by more
than1000-fold, and parameter estimation greatly speeds up the guessing of new parameter values.

The results of this case study demonstrate that automated model evaluation works for large-scale models with
complex outputs, such as cell cycle models, which modelers previously evaluated manually. Moreover, further work
shows that parameter estimation is viable for models of thisscale and complexity, indicating that computer automation
can vastly reduce model development time for models at the state of the art of biology.

7.2 Software Engineering Experiences

The JigCell project started with the goal of building a modeling tool for a particular group of biological modelers. The
set of planned features quickly expanded to include more applications and user groups. Development of the JigCell
modeling environment spanned from early 2001 through, so far, late 2005, a period of nearly sixty months. During
this time, the development team remained small, generally averaging around five developers working part-time.

Marc Vass contributed the first code to the JigCell project, adatabase-driven model builder, in early 2001. The
project restarted in late 2001 with new funding from the DARPA BioSPICE [30] program. Vass started work on a new
model builder, an interface to the XPPAUT simulation program by G. Bard Ermentrout [52], and a tool for executing
models. Nicholas Allen started work on infrastructure and atool for performing model analysis. Jason Zwolak started
work on an interface to the LSODAR simulation program [38] and a tool for parameter estimation.

The scope of the JigCell project expanded from a simple modeling tool to a suite of applications, backed by
a database of historical model information, that would provide an ‘end-to-end experience’ for building models of
biochemical reaction networks. This suite of tools was nearly identical in concept to the applications that Chapter 4
described, consisting of a Model Builder, Run Manager, and Comparator.

By the end of 2001, Vass produced an early version of the ModelBuilder, and Allen produced the build system
for the JigCell project and a barely functional Comparator.At this time, Allen was integrating all of the developed
code and third-party libraries into the build system by hand, acting as the ‘build master’ and performing integration.
Within the first few months of 2002, Vass created the Run Manager and integrated the XPPAUT simulator and Allen
developed the Comparator to the point that a modeler could build, simulate, and analyze a model.

In May 2002, the BioSPICE program made an initial release of software tools. Allen struggled to create a working
build of the JigCell modeling environment with the Model Builder, Run Manager, and Comparator, primarily due
to the late start of integration. Allen and Vass quickly created an installer, documentation, and a test plan for the
JigCell modeling environment. Although Allen ultimately delivered the JigCell modeling environment to SRI past the
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scheduled deadline, few of the other tool builders in the BioSPICE program delivered contributions. Due to this early
success, the JigCell project received considerable latitude within the BioSPICE program.

Vass used the Open Agent Architecture [89] by SRI to interface the JigCell modeling environment with simulators,
primarily due to outside funding requirements. This was deleterious, causing significant problems with performance,
integration, and installation, and leading to a generally unsatisfactory user experience. Originally, Vass and Allen
could only get the simulator to run on a single machine, forcing users to run all simulations remotely over a network.
Even simple models required minutes to perform a simulation. After feedback by Allen and Cliff Shaffer to SRI, SRI
produced a new version of the Open Agent Architecture that addressed some of these problems.

At approximately the same time, Michael Hucka and Andrew Finney produced a major revision to the SBML
language, SBML Level 2 Version 1 [54]. The JigCell Model Builder was a prerelease adopter of this new version of
the SBML language. Vass produced the first parser implementing SBML Level 2 Version 1 and modified the Model
Builder to load and save models in this language, replacing the custom ‘mechanism’ format that the Model Builder
used previously. This transition to the SBML language caused significant instability and data-loss problems in the
Model Builder, which would plague the JigCell project for more than two years.

During 2002, the development of the JigCell project slowed.The project source code increased to more than one
million lines of code, including third-party libraries compiled during the build process. Allen still produced builds
by manually integrating source code contributions. Times for compiling the JigCell project from a clean source tree
exceeded 40 minutes, slowing the rate of development and testing. Often, the integration of a new contribution required
several complete compiles and more than a day of labor. Allenmodified the IBM Jikes Java compiler [1] to handle
the JigCell project source code and developed an automatic syntax rewriter to fix the remaining problems, reducing
the compile time by more than two-thirds. Although typical machine speeds have increased since, the JigCell project
continues to include its own Java compiler, a rarity today for projects of this size.

In 2003, the JigCell project suffered a variety of setbacks.The long-planned database, parameter estimation tool,
and new simulator never materialized. Although the database was ancillary to the functions of the JigCell project,
modelers sorely needed the new simulator based on LSODAR to replace the aging XPPAUT simulator. The JigCell
project repeatedly promised parameter estimation to modelers, to truly complete the end-to-end experience, but simi-
larly never delivered this tool in the JigCell modeling environment. Allen completed the majority of the Comparator
during this time. However, Vass left the JigCell project before finishing updates to the Model Builder and Run Man-
ager. User feedback turned strongly negative as the data-loss bugs from converting the Model Builder to use SBML
instead of the mechanism format made work impossible.

The JigCell project began to nearly miss the regular, semiannual BioSPICE releases due to low code quality despite
the small number of features that the developers were adding. During that year, BioSPICE also changed its integration
method from the Open Agent Architecture to the BioSPICE Dashboard, based on the Java NetBeans development
environment [30, 97]. Despite a lack of user interest in the BioSPICE Dashboard, Allen and Vass spent several months
modifying the JigCell modeling environment to support the BioSPICE Dashboard. Ultimately, few users employed
the BioSPICE Dashboard to run the JigCell applications.

A succession of new personnel worked on the JigCell project between 2002 and early 2004, none ultimately
contributing code. The project hit a low point in early 2004,making no user-visible progress for several months.
The JigCell project began integrating a tool for project management that would connect the applications together and
manage data. However, the project management component later ended due to a lack of developer time.

In the middle of 2004, the developers of the JigCell project decided to totally overhaul their software engineering
methods. Thomas Panning, who originally joined the JigCellproject to work on parameter estimation, set up and
administrated version control and bug tracking systems forthe project. For the first time, developers could access the
latest version of the JigCell project source code without Allen performing the integration manually. After a several
month period of acclimation, the JigCell project developers began using bug tracking and version control effectively,
working to catalog the defects in need of correction. By the end of 2004, the total number of identified defects
numbered several hundred, including dozens of critical bugs.

Subsequent to the introduction of new software engineeringmethods, Allen took over day-to-day management of
the software development. Allen targeted for total replacement the areas of the source code with the highest concen-
trations of bugs. During 2004, Allen developed a new SBML parser and a new integration method for simulators,
supplanting the Open Agent Architecture and BioSPICE Dashboard approaches with a simpler, direct connection
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method. Panning worked on manually porting the model data stored in JigCell data files to the completed pieces of
the parameter estimation tool. Ranjit Randhawa joined the JigCell project and began rewriting the Model Builder. The
new Model Builder would use the SBML Parser for all data storage and file handling.

By the middle of 2005, Randhawa completed rewriting the Model Builder, reducing its code size by more than
eighty percent. The total number of identified bugs dropped below fifty, and for the first time since the start of
bug tracking, there was a release containing no known critical bugs. The project accelerated from milestones of
several months in length to producing regular, functioningreleases every six weeks. Allen rewrote the Run Manager
with a new, simpler file format, and Panning converted the data for the large model of budding yeast by Katherine
Chen [41] for parameter estimation. Panning began performing regular production runs on the budding yeast model.
Additionally, Panning created a nightly build system that automatically compiled the latest version of the software and
posted a working release online each night.

Development of the JigCell modeling environment continuesinto late 2005. The JigCell project source code
dropped nearly twenty percent in size over the previous yearand the developers dramatically reduced the number
of known defects. Emery Conrad contributed an interface to the SUNDIALS (SUite of Nonlinear and DIfferen-
tial/ALgebraic equation Solvers) simulator [67], lessening the need to rely on the XPPAUT simulation engine. Hucka
and Finney developed a test suite of SBML models for simulation. Allen connected the SBML test suite with the
JigCell modeling environment simulators to monitor their quality and compliance with the SBML language.

The focus of the JigCell project changed during 2005 from correcting critical bugs to improving the user experience
of the applications. The user base of the JigCell modeling environment imploded because of the data-loss problems of
2003 and 2004. Regaining the trust of that population of users is a difficult task. The JigCell project has now lost the
large head start that it enjoyed in 2002 over similar, contemporary modeling projects. The continued success of the
JigCell project depends on regularly increasing the quality of the software and attracting new users.

Allen and Panning plan to leave the JigCell project shortly after the end of 2005. Randhawa, along with other new
JigCell project developers, will continue to develop JigCell. Zwolak continues to work on an interface to the LSODAR
simulation program and a tool for parameter estimation.

7.2.1 What Went Right

Choosing the right tools and languages for the job

From the beginning, the JigCell project used Java as its primary programming language. Rapid development of the
applications during 2001 and 2002 allowed the JigCell modeling environment to capture the attention of the modeling
community before other contemporary efforts were functional. However, the JigCell project could not tolerate the
slower speed of scripting languages due to numerical computation needs. Moreover, it is doubtful that a project of
this size and duration could remain manageable and maintainable if the JigCell project had used the state of the art of
scripting languages in 2001. The Java language supports rapid development, is easily portable to the platforms that
the BioSPICE program supports, and efficient enough to work with large models.

The JigCell project also benefited from the build system thatAllen developed in 2001 and the introduction of better
software engineering methods in 2004. Having a completely automated build system saved immeasurable time during
development and allowed the later introduction of automatic nightly builds. Furthermore, the build system included
production of the web site and documentation, averting a major disaster when a shared, central server was lost in 2003
with no backups. The JigCell project, unlike others that this machine hosted, lost no data because the developers could
easily reconstruct the data from their local copies.

Deciding to build many of the core components in-house

Another source of the early competitive advantage that the JigCell project enjoyed was the decision to develop inde-
pendent implementations for reading and writing data. Vassdeveloped a parser for SBML Level 2 Version 1 before
the official adoption of the standard and concurrently with an unannounced project to develop a quasi-official parser
written by the SBML authors. The JigCell Model Builder had support for SBML before many other modeling groups
attempted to adopt the new standard. Moreover, the experience with implementing SBML gave the JigCell project
considerable influence within the SBML community in exchange for describing problems with the proposed standard.
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Although there was additional cost associated with producing this independent implementation, the JigCell project
was better able to control its own destiny because it did not rely on external support for this core component.

The JigCell Comparator enjoyed a similar competitive advantage with its format for experimental data. Allen de-
veloped a lightweight format for representing experimental data [4] for the JigCell applications in 2001. The BioSPICE
program later standardized this data format, but the JigCell Comparator retained its own separate parser. The JigCell
project was immune to implementation changes in the BioSPICE Dashboard because of this independence.

Preventing feature creep from getting out-of-hand

Although the scope of the JigCell project expanded rapidly during the first year, there was relatively little feature creep
since that time. Attempts to change the direction of the JigCell project generally did not affect the development of
the core components, and these attempts died peacefully without consuming excessive resources. The JigCell project
maintained a small team, and with the limited available programmer time, it was important that the scope and scale of
the design remained under control.

A notable exception to this general area of success was the inclusion of support for the Open Agent Architecture
and BioSPICE Dashboard. Although this support was a fundingrequirement, these efforts had cost for the JigCell
project with little user benefit. Adding support for the BioSPICE Dashboard delayed the JigCell project by approx-
imately six months. If the JigCell project had not supportedthe BioSPICE Dashboard, then it is likely that the
developers would have completed stabilization of the critical bugs in the software much sooner. Reducing the time
that the JigCell project spent in this chaotic period would have reduced the loss of users.

Realizing that the project needed a restart

Overhauling the software engineering practices of the JigCell project and targeting the buggiest portions of the source
code for rewriting probably best advanced the project sincethe original release in 2002. By early 2004, it was clear
that the JigCell project needed serious intervention to prevent failure. A large impetus to the project turnaround was
the use of better software engineering methods. With bettersoftware engineering methods, rewriting portions of the
code became valuable, as developers decreased both the number of lines of source code and the number of defects per
line of source code. Almost ninety percent of the critical bugs resided in just three percent of the source code.

The adoption of a public bug-tracking system allowed the JigCell project developers to prioritize their work more
effectively and prevented developers from losing bugs. Previously, there was little coordinated effort to prioritize
development. Developers created their own schedules for performing work and delivered completed modules to Allen
for integration. The only time constraints were the biannual BioSPICE releases that had fixed release dates. Developers
often delivered modules that were buggy and missing critical features. As developers could delay working on a bug
indefinitely, the JigCell project ignored many bug reports.Establishing a bug-tracking system stopped developers from
losing bugs and focused attention on the large number of critical bugs.

7.2.2 What Went Wrong

Not having a clear prioritization of work

The JigCell project started foremost as a research effort. It is understandable that during the early period, there was
no directed vision for how software development should proceed. Predicting the outcome and direction of research is
difficult. However, after 2002, there was a greater attempt to push the JigCell modeling environment into production
use. While internal users may tolerate “point, click, and crash” behavior in software because you can train internal
users to avoid the buggy behavior, this approach does not scale to external users.

The JigCell project needed a vision of what modeling tools tobuild, which users to support, and when to deliver
key functionality. Developers relied on their own initiative to plan and deliver features for most of the project. How-
ever, delivering a functioning suite of interconnected applications requires more planning and project management to
coordinate development efforts. Having a clear prioritization would have helped avoid putting off critical bug fixes to
work on relatively unimportant new features. Another issuewas the early focus on producing demonstrations rather
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than getting the software into the hands of real users. Biological modelers did not receive software that they could try
on real models until after the JigCell project developers completed much of the implementation.

Failing to attract the right personnel

Finding the right personnel is a tough job for any software development project. However, the JigCell project seemed
to have particular difficulty attracting developers with experience working on large projects. In part, this difficultyis
inherent for an academic research laboratory, where many ofthe developers are students or recent graduates. Allen
was the only developer on the JigCell project with experience working on large-scale software projects.

As the size of the JigCell project expanded past several hundred thousand lines of code, this problem grew partic-
ularly acute. New developers struggled to learn how their work fit into the overall software architecture and to learn
how to plan and organize work on a large project over a long period. The length of the project, nearly five years,
contributed to this problem as few developers had the ‘institutional memory’ of past decisions and experiences. The
high rate of turnover of JigCell project developers during 2003 and 2004 was also a factor. The JigCell project could
have eased this problem by producing better developer documentation and by investing more time teaching effective
software engineering practices to new developers.

Not challenging the initial vision after gaining more experience

As Section 7.2 noted, the JigCell modeling environment today strikingly resembles the concept design of 2001. This
was due more to stubbornness rather than prescience. For example, the JigCell Run Manager originally could not
exist inside the Model Builder because the Run Manager used aseparate model for each run. Later, the JigCell Run
Manager changed to use a single model for all of the runs in a run file. However, the JigCell project did not revisit the
decision to have separate applications for building a modeland defining a collection of runs for that model.

The JigCell project developers also made several early decisions without sufficient information or long-range
guidance. The use of the Open Agent Architecture, and later the BioSPICE Dashboard, was a funding requirement.
Correcting this design decision, leading to substantial improvements in performance, reliability, and ease-of-use,took
several years despite the early detection of problems.

Another early decision was the division of functionality among several applications. Applications took ownership
of particular features primarily because of the personnel available in 2001 rather than any intrinsic reason. While
the priorities and design shifted, the applications remained in their original arrangements. For example, the revised
modeling process in Section 3.3 has five conceptual divisions of functionality, but the implementation of the JigCell
modeling environment has four discrete applications. There are good arguments for reducing the number of discrete
applications further, possibly to a single application like several other modeling environments. The push to develop an
integrated project management component shows that there were concerns about application cohesiveness.

Letting the situation become dire

The JigCell project reached a low point early in 2004 when users refused to use the applications due to the number
of data-loss bugs. The number of bugs grew at an unchecked rate for several reasons, many of which Section 7.2
discussed previously. However, a serious failure was not taking action sooner to regain control of the project. The
high rate of bugs combined with the unresponsive of the JigCell project developers to fix those bugs, leading users
to abandon JigCell entirely. This is not a small feat as many biological modelers are desperate to make use of any
modeling tools that they can obtain.

There were many opportunities for the JigCell project to remediate its poor software engineering practices during
2003 and 2004. The JigCell project missed these opportunities because of insufficient effort to bring the poor soft-
ware engineering practices to light. If the JigCell projectdevelopers had acknowledged that the software engineering
practices that they used were not sustainable, then they would have wasted much less time before fixing the flaws in
the software. After the JigCell project adopted better software engineering practices in the middle of 2004, the project
stabilized and the developers finally started fixing more bugs than they created.
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7.3 Software Evaluation Experiences

During 2004, the score for the JigCell applications with respect to the user requirements in Chapter 5 was acceptable.
However, users were not satisfied with the quality of the JigCell applications during this period. It is reasonable to
question why the user requirements did not identify these quality problems.

The requirements specification in Chapter 5 measures the availability of features and infers the quality of the
project from those measurements. In 2004, the JigCell modeling environment had many features but poor quality,
confounding the estimation of quality by the requirements specification. If the JigCell modeling environment had
had a higher-quality basic implementation, then the score from the requirements specification would more accurately
reflect the overall quality of the project. A more specific cause of this problem is that user requirements typically do
not set detailed quality goals for a feature.

Users ask for a particular feature or capability in a software product, assuming that the software developers will
act with due diligence to implement the feature. It is atypical for a user to specifically ask that the software product
not crash while attempting to save their data. This approachis reasonable. The number of cases that can go wrong
with a software product is unbounded, and users instead focus on the bounded set of features of the product.

The JigCell modeling environment had problems more fundamental than what the requirements specification mea-
sures. A requirements specification is only useful when a software product already meets a minimal bar for quality.
This quality bar depends upon the level of detail of the requirements specification. The requirements specification in
Chapter 5 focused on modeling activities that a modeler performs on a model. This requirements specification there-
fore assumes that the measured software supports fundamental operations on a model, such as loading and saving,
which the JigCell Model Builder could not do reliably in 2004. The error was applying the requirements specification
to the JigCell modeling environment in 2004 and expecting toget meaningful results.
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